4Gb (x8) — DDR4 Synchronous DRAM

INSIGNIS

512M x 8 bit DDR4 Synchronous DRAM

Overview

The DDR4 SDRAM is a high-speed dynamic random-access memory internally organized with sixteen- banks (4 bank
groups each with 4 banks). The DDR4 SDRAM uses an 8n prefetch architecture to achieve high- speed operation.
The 8n prefetch architecture is combined with an interface designed to transfer two data words per clock cycle at the
I/O pins. A single read or write operation for the DDR4 SDRAM consists of a single 8n-bit wide, four clock data
transfer at the internal DRAM core and eight corresponding n-bit wide, one-half clock cycle data transfers at the 1/0
pins.

Read and write operation to the DDR4 SDRAM are burst oriented, start at a selected location, and continue for a burst
length of eight or a ‘chopped’ burst of four in a programmed sequence. Operation begins with the registration of an
Activate Command, which is then followed by a Read or Write command. The address bits registered coincident with
the Activate Command are used to select the bank and row to be activated (BGO select the bank group; BAO-BAL
select the bank; A0-A14 select the row). The address bits registered coincident with the Read or Write command are
used to select the starting column location for the burst operation, determine if the auto precharge command is to be
issued (via A10), and select BC4 or BL8 mode ‘on the fly’ (via A12) if enabled in the mode register.

Prior to normal operation, the DDR4 SDRAM must be powered up and initialized in a predefined manner. The
following sections provide detailed information covering device reset and initialization, register definition, command
descriptions, and device operation.

Features

¢ JEDEC Standard Compliant
e Fast clock rate: 1200/1333MHz

e Power supplies:
- Vop & Vbpe=+1.2V * 0.06V
- Vpp=+2.5V -0.125V / +0.25V

e Operating temperature range:
- Extended Test (ET): Tc = 0~95°C
- Industrial Temp (IT): Tc = -40~95°C
- Automotive (AT): TC = -40~105°C
e Supports JEDEC clock jitter specification
o Bidirectional differential data strobe, DQS &DQS#
o Differential Clock, CK & CK#
e 16 internal banks: 4 groups of 4 banks each
e Separated 10 gating structures by Bank Group
e 8n-bit prefetch architecture
e Precharge & Active power down
e Auto Refresh and Self Refresh
e Low-power auto self refresh (LPASR)
o Self Refresh Abort
e Fine Granularity Refresh

e Write Leveling

e DQ Training via MPR

e Programmable preamble is supported both of 1tCK and
2tCK mode

e Command/Address (CA) Parity

e Data bus write cyclic redundancy check (CRC)

e Internal Vrerpg Training

e Read Preamble Training

e Control Gear Down Mode

e Per DRAM Addressability (PDA)

e Output Driver Impedance Control

e Dynamic on-die termination (ODT)

e Input Data Mask (DM) and Data Bus Inversion (DBI)

e ZQ Calibration

e Command/Address latency (CAL)

e Maximum Power Saving Mode (MPSM)

e Asynchronous Reset

e DLL enable/disable

e Burst Length (BL8/BC4/BC4 or 8 on the fly)

e Burst type: Sequential / Interleave

e CAS Latency (CL)

e CAS Write Latency (CWL)

e Additive Latency (AL): 0, CL-1, CL-2

e Average refresh period
- 8192 cycles/64ms (7.8us at -40°C = Tc¢ = +85°C)
- 8192 cycles/32ms (3.9us at +85°C = T¢ = +95°C)
- 8192 cycles/16ms (1.95us at +95°C = TC = +105°C)

e Data Interface: Pseudo Open Drain (POD)

e ROHS compliant

e Hard post package repair (hPPR)

e Soft post package repair (SPPR)

e 78-ball 7.5 x 10.6 x 1.2mm FBGA package
- Pb and Halogen Free

DISCLAIMER: All product, product specifications, and data are subject to change without notice to improve reliability, function or design, or otherwise. The
information provided herein is correct to the best of Insignis Technology Corporation’s knowledge. No liability for any errors, facts or opinions is accepted.
Customers must satisfy themselves as to the suitability of this product for their application. No responsibility for any loss as a result of any person placing reliance

on any material contained herein will be accepted.
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4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQ48P

How to Order

Function | Density | 10 Pkg Pkg Size Speed & Option INSIGNIS PART
Width | Type Latency NUMBER:

DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2400-16-16-16* | Extended Test NDQ48PFQ-8NET
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2400-16-16-16* | Industrial Temp NDQ48PFQ-8NIT
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2400-16-16-16* | Automotive Temp | NDQ48PFQ-8NAT
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2400-17-17-17 Extended Test NDQ48PFQ-8XET
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2400-17-17-17 Industrial Temp NDQ48PFQ-8XIT
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2400-17-17-17 | Automotive Temp | NDQ48PFQ-8XAT
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2666-19-19-19* | Extended Test NDQ48PFQ-7NET
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2666-19-19-19* | Industrial Temp NDQ48PFQ-7NIT
DDR4 4Gb x8 FBGA | 7.5x10.6 (x1.2) | 2666-19-19-19* | Automotive Temp | NDQ48PFQ-7NAT

* Backward compatible with slower speed rates.

Visit: http://insignis-tech.com/how-to-buy

NDQ48PFQv1.1-4Gb(x8)20230605
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4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQ48P

Table 1. Speed Grade Information

Speed Grade Clock Frequency | CAS Latency trep (NS) trp (nS)
DDR4-2400 1200MHz 16 13.32 13.32
DDR4-2400 1200MHz 17 14.16 14.16
DDR4-2666 1333MHz 19 14.25 14.25

Figure 1. Ball Assignment (FBGA Top View)
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Figure 2. Block Diagram
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 3. State Diagram

This simplified State Diagram is intended to provide an overview of the possible state transitions and the commands to
control them. In particular, situations involving more than one bank, the enabling or disabling of on-die termination,
and some other events are not captured in full detail.
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Ball Descriptions

Table 2. Ball Details

Symbol

Type

Description

CK, CK#

Input

Clock: CK and CK# are differential clock inputs. All control and address input
signals are sampled on the crossing of the positive edge of CK and the negative
edge of CK#.

CKE

Input

Clock Enable: CKE high activates, and CKE low deactivates, internal clock signals
and device input buffers and output drivers. Taking CKE low provides Precharge
Power Down and Self-Refresh operation (all banks idle), or Active Power Down (row
Active in any bank). CKE is asynchronous for Self-Refresh exit. After Vrerca and
Internal DQ Vrer have become stable during the power on and initialization sequence,
they must be maintained during all operations (including Self-Refresh). CKE must be
maintained high throughout read and write accesses. Input buffers, excluding CK,

CK#, ODT and CKE, are disabled during power down. Input buffers, excluding CKE,
are disabled during Self-Refresh.

CS#

Input

Chip Select: All commands are masked when CS# is registered high. CS# provides
for external Rank selection on systems with multiple Ranks. CS# is considered part
of the command code.

OoDT

Input

On Die Termination: ODT (registered high) enables Rt _nom termination resistance
internal to the DDR4 SDRAM. When enabled, ODT is applied to each DQ, LDQS,
LDQS#, UDQS, UDQS#, LDM, and UDM signal. The ODT pin will be ignored if MR1
is programmed to disable Rtr_nowm.

ACT#

Input

Activation Command Input: ACT# defines the Activation command being entered
along with CS#. The input into RAS#/A16, CAS#/A15 and WE#/A14 will be considered
as Row Address A16, A15 and Al4.

RAS#/A16
CAS#/AL15
WE#/A14

Input

Command Inputs: RAS#/A16, CAS#/A15 and WE#/A14 (along with CS#) define the
command being entered. Those pins have multi function. For example, for activation
with ACT# low, those are Addressing like A16, A15 and A14 but for non-activation
command with ACT# high, those are Command pins for Read, Write and other
command defined in command truth table.

DM#/
DBI#/
TDQSH#

Input /
Output

Input Data Mask and Data Bus Inversion: DM# is an input mask signal for write
data. Input data is masked when DM# is sampled low coincident with that input data
during a Write access. DM# is sampled on both edges of DQS. The function of TDQS
is enabled by Mode Register A1l setting in MR1.DM is mixed with DBI function by
Mode Register A10, Al1, A12 setting in MR5. DBI# is an input /output identifying
whether to store/output the true or inverted data. If DBI# is low the data will be stored/
output after inversion inside the DDR4 SDRAM and not inverted if DBI# is high.

BGO0-BG1

Input

Bank Group Inputs: BG0-BG1 define to which bank group an Active, Read, Write
or Precharge command is being applied. BGO-BG1 also determines which mode
register is to be accessed during a MRS cycle.

BAO-BA1

Input

Bank Address: BAO-BA1 define to which bank an Active, Read, Write, or Precharge
command is being applied. Bank address also determines which mode register is to
be accessed during a MRS cycle.

AO0-A16

Input

Address Inputs: Provide the row address for Activate Commands and the column
address for Read/Write commands to select one location out of the memory array in
the respective bank. (A10/AP, A12/BC#, RAS#/A16, CAS#/A15 and WE#/A14 have
additional functions, see other rows. The address inputs also provide the op-code
during Mode Register Set commands. A15 and A16 are used on some higher densities.

A10/AP

Input

Auto-precharge: A10 is sampled during Read/Write commands to determine whether
Autoprecharge should be performed to the accessed bank after the Read/Write
operation. (high: Autoprecharge; low: no Autoprecharge). A10 is sampled during a
Precharge command to determine whether the Precharge applies to one bank (A10
low) or all banks (A10 high). If only one bank is to be precharged, the bank is selected
by bank addresses.

NDQ48PFQv1.1-4Gb(x8)20230605 6



Al12/BC#

Input

Burst Chop: A12/BC# is sampled during Read and Write commands to determine if
burst chop (on-the-fly) will be performed. (high, no burst chop; low: burst chopped).
See command truth table for details.

Reset#

Input

Active Low Asynchronous Reset: Reset is active when Reset# is low, and inactive
when Reset# is high. Reset# must be high during normal operation. Reset# is a
CMOS rail-to-rail signal with DC high and low at 80% and 20% of Voo.

DQO-DQ7

Input /
Output

Data Input/ Output: Bi-directional data bus. If CRC is enabled via Mode register
then CRC code is added at the end of Data Burst. Any DQ from DQO~DQ3 may
indicate the internal Vrer level during test via Mode Register Setting MR4 A4=high.
During this mode, Rrr should be set Hi-Z.

DQS, DQS#

Input /
Output

Data Strobe: output with read data, input with write data. Edge-aligned with read
data, centered in write data. DQS corresponds to the data on DQO-DQ7. The data
strobe DQS are paired with differential signals DQS#, respectively, to provide
differential pair signaling to the system during reads and writes. DDR4 SDRAM
supports differential data strobe only and does not support single-ended.

TDQS,
TDQSH#

Input /
Output

Termination Data Strobe: TDQS/TDQS# is applicable for x8 DRAMs only. When
enabled via Mode Register A11 = 1 in MR1, the DRAM will enable the same
termination resistance function on TDQS/TDQS# that is applied to DQS/DQS#.
When disabled via mode register A11 = 0 in MR1, DM/DBI/TDQS will provide the
data mask function, and TDQS# is not used.

PAR

Input

Command and Address Parity Input: DDR4 Supports Even Parity check in DRAM
with MR setting. Once it's enabled via Register in MR5, then DRAM calculates Parity
with ACT#, RAS#/A16, CAS#/A15, WE#/A14, BGO, BAO-BA1, and A16-A0.

Command and address inputs shall have parity check performed when commands
are latched via the rising edge of CK and when CS# is low.

Alert#

Output

Alert: It has multi functions such as CRC error flag, Command and Address Parity
error flag as Output signal. If there is error in CRC, then Alert# goes low for the
period time interval and goes back high. If there is error in Command Address Parity
Check, then Alert# goes low for relatively long period until ongoing DRAM internal
recovery transaction to complete. Using this signal or not is dependent on system.
In case of not connected as Signal, Alert# Pin must be bounded to Voo on board.

NC

No Connect: These pins should be left unconnected.

VDD

Supply

Power Supply: +1.2V +0.06V.

Vss

Supply

Ground

Vbbo

Supply

DQ Power Supply: +1.2V +0.06V.

Vssq

Supply

DQ Ground

Vep

Supply

DRAM Activating Power Supply: 2.5V ( 2.375V min, 2.75V max)

VREFCA

Supply

Reference voltage for CA

Z2Q

Supply

Reference pin for ZQ calibration.

NOTE: Input only pins (BG0-BG1, BA0-BA1, A0-A16, ACT#, RAS#/A16, CAS#/A15, WE#/A14, CS#, CKE, ODT, and RESET#) do not supply termination.
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Reset and Initialization Procedure
For power-up and reset initialization, in order to prevent DRAM from functioning improperly default values for the
following MR settings need to be defined:

Gear down mode (MR3 A[3]) : 0 = 1/2 Rate

Per DRAM Addressability (MR3 A[4]) : 0 = Disable

Max Power Saving Mode (MR4 A[1]) : 0 = Disable

CS# to Command/Address Latency (MR4 A[8:6]) : 000 = Disable
CA Parity Latency Mode (MR5 A[2:0]) : 000 = Disable

Hard Post Package Repair mode (MR4 A[13]) : 0 = Disable

Soft Post Package Repair mode (MR4 A[5]) : 0 = Disable

Power-up Initialization Sequence

The following sequence is required for Power up and Initialization:

1. Apply power (Reset# is recommended to be maintained below 0.2 x Vop; all other inputs may be undefined).
Reset# needs to be maintained below 0.2 x Vop for minimum 200us with stable power need to be maintained below
0.2 x Voo for minimum 700us with stable power. CKE is pulled “Low” anytime before Reset# being de- asserted
(min. time 10ns). The power voltage ramp time between 300mV to Vop,min must be no greater than 200ms; and
during the ramp, Vop = Vopg and (Vob-Vobpg) < 0.3 V. Vep must ramp at the same time or earlier than Vop and Vep
must be equal to or higher than Vpp at all times.

During power-up, either of the following conditions may exist and must be met:

Condition A:
¢ VVpp and Vopgq are driven from a single power converter output, AND
e The voltage levels on all pins other than Voo, Vobg, Vss, Vssq must be less than or equal to Voog and Vop on
one side and must be larger than or equal to Vssq and Vss on the other side. In addition, Vrr is limited to 0.76 V
max once power ramp is finished, AND
e VVrerca tracks Voo/2.

Condition B:
o Apply Voo without any slope reversal before or at the same time as Vobq
e Apply Vopg without any slope reversal before or at the same time as V1t & Vrerca.
o Apply Vep without any slope reversal before or at the same time as Voo.
e The voltage levels on all pins other than Voo, Vbog, Vss, Vssq must be less than or equal to Vopg and Vop on
one side and must be larger than or equal to Vssq and Vss on the otherside.
2. After Reset# is de-asserted, wait for another 500us until CKE becomes active. During this time, the DRAM will

start internal initialization; this will be done independently of external clocks.

3. Clocks (CK, CK#) need to be started and stabilized for at least 10ns or 5tck (which is larger) before CKE goes
active. Since CKE is a synchronous signal, the corresponding setup time to clock (tis) must be met. Also a
Deselect command must be registered (with tis set up time to clock) at clock edge Td. Once the CKE registered
“high” after Reset, CKE needs to be continuously registered “high” until the initialization sequence is finished,
including expiration of toLk and tzqinit.

4. The DDR4 SDRAM keeps its on-die termination in high-impedance state as long as Reset# is asserted. Further,
the SDRAM keeps its on-die termination in high impedance state after Reset# deassertion until CKE is registered
high. The ODT input signal may be in undefined state until tis before CKE is registered high. When CKE is
registered high, the ODT input signal may be statically held at either low or high. If Rt nowm is to be enabled in MR1
the ODT input signal must be statically held low. In all cases, the ODT input signal remains static until the power
up initialization sequence is finished, including the expiration of toL.k and tzqinit.

5. After CKE is being registered high, wait minimum of Reset CKE Exit time, txer, before issuing the first MRS
command to load mode register. (txepr=Max(txs, 5nCK)]

6. Issue MRS Command to load MR3 with all application settings (To issue MRS command to MR3, provide “ low” to
BGO, “high” to BA1, BAO)

7. lIssue MRS command to load MR6 with all application settings (To issue MRS command to MR6, provide “low” to
BAO, “high” to BGO, BA1)

8. Issue MRS command to load MR5 with all application settings (To issue MRS command to MR5, provide “low” to
BA1, “high” to BGO, BAQ)

9. Issue MRS command to load MR4 with all application settings (To issue MRS command to MR4, provide “Low” to
BA1, BAO, “High” to BGO0)

NDQ48PFQv1.1-4Gb(x8)20230605 8



4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

10.
11.
12.
13.

14.
15.

Issue MRS command to load MR2 with all application settings (To issue MRS command to MR2, provide “Low” to
BGO, BAO, “High” to BA1)

Issue MRS command to load MR1 with all application settings (To issue MRS command to MR1, provide “Low” to
BGO, BA1, “High” to BAO)

Issue MRS command to load MRO with all application settings (To issue MRS command to MRO, provide “Low” to
BGO, BA1, BAO)

Issue ZQCL command to starting ZQ calibration.

Wait for both toLk and tzqinit completed.

The DDR4 SDRAM is now ready for Read/Write training (include Vrer training and Write leveling).

Figure 4. RESET# and Initialization Sequence at Power-on Ramping
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VDD Slew rate at Power-up Initialization Sequence

Table 3. VDD Slew Rate

Symbol Min. Max. Units | Notes
Vop_sl 0.004 600 V/ms 1,2
Vbp_ona - 200 ms 3

Notes:

1. Measurement made between 300mv and 80% Vpp minimum.
2. 20 MHz bandlimited measurement.

3. Maximum time to ramp Vpp from 300 mv to Vpp minimum.

Reset Initialization with Stable Power

The following sequence is required for Reset at no power interruption initialization:

1.

Asserted Reset# below 0.2 x VDD anytime when reset is needed (all other inputs may be undefined). Reset#
needs to be maintained for minimum tPW_Reset. CKE is pulled "low" before Reset# being de-asserted (min. time
10 ns).

Follow steps 2 to 10 in “Power-up Initialization Sequence.”

The Reset sequence is now completed, DDR4 SDRAM is ready for Read/Write training (include VREF training
and Write leveling)
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 5. Reset Procedure at Power Stable
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Operation Mode Truth Table

Notes 1, 2, 3 and 4 apply to the entire Command Truth Table.
Note 5 Applies to all Read/Write commands.
[BG=Bank Group Address, BA=Bank Address, RA=Row Address, CA=Column Address, BC#=Burst Chop, X=Don’t

Care, V=Valid].

Table 4. Command Truth Table

. RAS#/|CAS#/| WE#/ BC#/ | A13, | A10/
CKEn-1| CKE - - ' -
Function Symbol n-1 n | CS# |ACT# A16 | A15 | Al4 BGO-1|BAO-1 a2 | a11 | ap A0-A9
Mode Register Set MRS H H L H L L L BG BA OP Code
Refresh REF H H L H L L H Y \% Y, \% \ \
Self Refresh Entry 7° SRE H L L H L L H \Y Y, \Y, Y, \Y, \Y,
H X X X X X X X X X X
Self Refresh Exit "*° SRX L H
L H H H H \% \% \% \% \% \%
Single Bank Precharge PRE H H L H L H L BG BA \% \Y L \%
Precharge all Banks PREA H H L H L H L \Y \% \Y \% H \Y
RFU RFU H H L H L H H RFU | RFU | RFU | RFU | RFU | RFU
Bank Activate ACT H H L L RA RA RA BG BA RA RA RA RA
Write (Fixed BL8 or BC4) WR H H L H H L L BG BA \% \% L CA
Write (BC4, on the Fly) WRS4 H H L H H BG BA L \Y CA
Write (BL8, on the Fly) WRS8 H H L H H BG BA H \% CA
Write with Auto Precharge
(Fixed BL8 or BC4) WRA H H L H H L L BG BA \% \% H CA
Write with Auto Precharge
WRAS4 H H L H H L L B BA L \% H A
(BC4, on the Fly) S G c
Write with Auto Precharge
WRA H H L H H L L B BA H \% H A
(BL8, on the Fly) S8 G c
Read (Fixed BL8 or BC4) RD H H H H H BG BA \% \% CA
Read (BC4, on the Fly) RDS4 H H H H H BG BA L \% CA
Read (BL8, on the Fly) RDS8 H H H H H BG BA H \% L CA
Read with Auto Precharge
. RDA H H L H H L H B BA \% \Y H A
(Fixed BL8 or BC4) G c
Read with Auto Precharge
RDAS4 H H L H H L H B BA L \% H A
(BC4, on the Fly) S G c
Read with Auto Precharge
RDA! H H L H H L H B BA H \% H A
(BL8, on the Fly) S8 G c
No Operation *° NOP H H L H H H H \% \Y \% \% \% \%
Device Deselected DES H H H X X X X X X X X X X
Power Down Entry © PDE H L H X X X X X X X X X X
Power Down Exit © PDX L H H X X X X X X X X X X
ZQ calibration Long ZQCL H H L H H H L \Y \% \Y \% H \Y
ZQ calibration Short ZQCs H H L H H H L \% \% \% \% L \%

Note 1. All DDR4 SDRAM commands are defined by states of CS#, ACT#, RAS#/A16, CAS#/A15, WE#/A14 and CKE at the rising edge of the
clock. The MSB of BG, BA, RA and CA are device density and configuration dependent. When ACT# = H; pins RAS#/A16, CAS#/A15, and
WE#/A14 are used as command pins RAS#, CAS#, and WE# respectively. When ACT# = L; pins RAS#/A16, CAS#/A15, and WE#/A14 are
used as address pins A16, A15, and Al4 respectively.

Note 2. Reset# is low enable command which will be used only for asynchronous reset so must be maintained high during any function.

Note 3. Bank Group addresses (BG) and Bank addresses (BA) determine which bank within a bank group to be operated upon. For MRS commands
the BG and BA selects the specific Mode Register location.

Note 4. “V” means “H or L (but a defined logic level)’ and “X” means either “defined or undefined (like floating) logic level”.

Note 5. Burst reads or writes cannot be terminated or interrupted and Fixed/on-the-Fly BL will be defined by MRS.

Note 6. The Power Down Mode does not perform any refresh operation.

Note 7. The state of ODT does not affect the states described in this table. The ODT function is not available during Self Refresh.

Note 8. Controller guarantees self refresh exit to be synchronous.
Note 9. Vpp and Vrer(Vrerca) must be maintained during Self Refresh operation.

Note 10. The No Operation (NOP) command may be used only when exiting maximum power saving mode or when entering gear-down mode.
Note 11. Refer to the CKE Truth Table for more detail with CKE transition.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 5. CKE Truth Table

€)
@ |CKEn-1®| CKEn® Command n Action n @
Current State n n RAS#, CAS#, WE#, CS# 1onn Notes
L L X Maintain Power-Down 14,15
Power-Down -
L H Deselect Power-Down Exit 11,14
L L X Maintain Self-Refresh 15,16
Self-Refresh -
L H Deselect Self-Refresh Exit 8,12,16
Bank(s) Active H L Deselect Active Power-Down Entry 11,13,14
Reading H L Deselect Power-Down Entry 11,13,14,17
Writing H L Deselect Power-Down Entry 11,13,14,17
Precharging H L Deselect Power-Down Entry 11,13,14,17
Refreshing H L Deselect Precharge Power-Down Entry 11
H L Deselect Precharge Power-Down Entry 11,13,14,18
All Banks Idle
H L Refresh Self-Refresh 9,13,18
See Command Truth Table for additional command details 10
Notes:

1. CKEn is the logic state of CKE at clock edge n; CKEn-1 was the state of CKE at the previous clock edge.
. Current state is defined as the state of the DDR4 SDRAM immediately prior to clock edge n.
. Command n is the command registered at clock edge n, and Action n is a result of command n, ODT is not included here.
. All states and sequences not shown are illegal or reserved unless explicitly described elsewhere in this document.
. The state of ODT does not affect the states described in this table. The ODT function is not available during Self Refresh.
. During any CKE transition (registration of CKE H — L or CKE L — H) the CKE level must be maintained until 1nCK prior to tckemin being satisfied
(at which time CKE may transition again).
. Deselect and NOP are defined in the Command Truth Table.
8. On Self Refresh Exit Deselect commands must be issued on every clock edge occurring during the txs period. Read or ODT commands may be
issued only after txspi is satisfied.
9. Self Refresh mode can only be entered from the All Banks Idle state.
10. Must be a legal command as defined in the Command Truth Table.
11. Valid commands for Power Down Entry and Exit are Deselect only.
12. Valid commands for Self Refresh Exit are Deselect only, except for Gear Down mode and Max Power Saving exit. NOP is allowed for these 2
modes.
13. Self Refresh cannot be entered during Read or Write operations. For a detailed list of restrictions see section “Self-Refresh Operation” and see
section “Power-Down Modes”.
14. The Power Down does not perform any refresh operations.
15. “X” means “don't care” (including floating around Vree) in Self Refresh and Power Down. It also applies to Address pins.
16. Vpp and Vgrer (Vrerca) Mmust be maintained during Self Refreshoperation.
17. If all banks are closed at the conclusion of the read, write or precharge command, then Precharge Power Down is entered, otherwise Active
Power Down is entered.
18. ‘Idle state’ is defined as all banks are closed (trp, tpaL, €tc. satisfied), no data bursts are in progress, CKE is high, and all timings from previous
operations are satisfied (tmro, tmop, trrc, tzoinit, tzooper, tzacs, etc.) as well as all Self Refresh exit and Power Down Exit parameters are satisfied
(txs, txp, etc).

OO WN

~
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Programming the Mode Registers

For application flexibility, various functions, features, and modes are programmable in seven Mode Registers, provided
by the DDR4 SDRAM, as user defined variables and they must be programmed via a Mode Register Set (MRS)
command. The mode registers are divided into various fields depending on the functionality and/or modes. As not all
the Mode Registers (MRn) have default values defined, contents of Mode Registers must be initialized and/or re-
initialized, i.e. written, after power up and/or reset for proper operation. Also the contents of the Mode Registers can be
altered by re-executing the MRS command during normal operation. When programming the mode registers, even if
the user chooses to modify only a sub-set of the MRS fields, all address fields within the accessed mode register must
be redefined when the MRS command is issued. MRS command and DLL Reset do not affect array contents, which
means these commands can be executed any time after power-up without affecting the array contents. MRS
Commands can be issued only when DRAM is at idle state. The mode register set command cycle time, tMRD is
required to complete the write operation to the mode register and is the minimum time required between two MRS
commands shown in the tMRD timing figure.

Figure 6. tMRD timing
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MOTE 1. This timing diagram shows C/A Party Latency mode is "Disable” case

MOTE 2. List of MRS commands exception that do not apply 10 tysg /! TIME BREAK . DON'T CARE
- Gear down mode

- CiA Panty Latency mode

- G5 o Command/Address Latency mode

- Per DRAM Addressability mode

« ¥ageng raining Value, Vagens Training mode and Vageng training Range

Some of the Mode Register setting affect to address/command/control input functionality. These case, next MRS
command can be allowed when the function updating by current MRS command completed.

The MRS commands that do not apply tMRD timing to next MRS command. These MRS command input cases have
unigue MR setting procedure, so refer to individual function description.

The most MRS command to Non-MRS command delay, tMOD, is required for the DRAM to update the features, and is
the minimum time required from an MRS command to a non-MRS command excluding DES, as shown in the tMOD
timing figure.

Some of the mode register setting cases, function updating takes longer than tMOD. The MRS commands that do not
apply tMOD timing to next valid command excluding DES are listed in Note 2 of the tMOD timing figure. These MRS
command input cases have unique MR setting procedure, so refer to individual function description.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 7. tMOD timing
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Figure 8. ODT Status at MRS affecting ODT turn-on/off timing
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NOTE 1. This timing diagram shows C/A Panty Latency mode is “Disable” case.

NOTE 2. When an MRS command mentioned in this note affects Ry+_nea tum on timings, Rry_xow  tum off timings and Ryr_wow value,
this means the MR register value changes. The ODT signal should set to be low for at least DODTLoff +1 clock before their affecting
MRS command is issued and remain low until tyco expires. The following MR registers affects Ryy_yea turn on timings, Ryr_sow tumn off
timings and Ryy_you Value and it requires ODT to be low when an MRS command change the MR register value. If there are no change
the MR register value that correspond to commands mentioned in this note, then ODT signal is not require to be low

- DLL control for precharge power down

- Additive latency and CAS read latency

- DLL enable and disable

- CAS write latency

- CA Parity mode

- Gear down mode

- Rrr_som

The mode register contents can be changed using the same command and timing requirements during normal operation
as long as the device is in idle state, i.e., all banks are in the precharged state with trp satisfied, all data bursts are
completed and CKE is high prior to writing into the mode register. If Rtr_nowm function is intended to change (enable to
disable and vice versa) or already enabled in DRAM MR, ODT signal must be registered Low ensuring Rt nowm IS in
an off state prior to MRS command affecting Rtt_nowm turn-on and off timing. The ODT signal may be registered high
after twop has expired. ODT signal is a don’t care during MRS command if DRAM Rt nowm function is disabled in the
mode register prior and after an MRS command.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Mode Register MRO
Table 6. MRO Definition

BGO | BA1 | BAD Ff:‘f; 'f:f; el a3 | a2 [ An [A10 | Ao | A8 | AT | A6 | AS | A4 | A3 | A2 | A1 | A
0 1] 0 ] 0 o |o" | o WR & RTP"? [;elé'[ ™ CL BT | CL BL
]
v ¥ ]f : +
Ad DLL Resat AT | Test Mode A% Read Burst Type Al | AD BL
1] Mo 0 Normal ] Sequential 0 0 8 (Fixed)
Yes 1 Interleave 1] 1 BC4 or & {on the fly)
1 0 BC4 (Fixed)
l 1 1 Reserved
¥
A1 | A0 | A WR RTP AG | AS | A4 | A2 CAS Latency

1] 0 0 10 5 0 0 0 0 8
0 0 1 12 i1 0 0 0 1 10
0 1 0 14 T 0 1] 1 0 "
1] 1 1 16 8 ] 0 1 1 12
1 1] 0 18 9 0 1 0 0 13
1 0 1 20 10 ] 1 0 1 14
Write Recovery and Read to Precharge for auto precharge 0 1 1 0 15
0 1 1 1 16
1 1 0 1 17
1 0 0 0 18
1 1 1 0 19

Note 1. Reserved for future use and must be programmed to O during MR. .
Note 2. WR (write recovery for autoprecharge)min in clock cycles is calculated following rounding algorithm. The WR value in the mode register
must be programmed to be equal or larger than WRmin. The programmed WR value is used with tgp to determine tpa.

Note 3. The table shows the encodings for Write Recovery and internal Read command to Precharge command delay. For actual Write recovery
timing, please refer to AC timing table.

CAS Latency

The CAS latency (CL) setting is defined in the MRO Register Definition table. CAS latency is the delay, in clock cycles,
between the internal read command and the availability of the first bit of output data. The device does not support half-
clock latencies. The overall read latency (RL) is defined as additive latency (AL) + CAS latency (CL): RL = AL + CL.

Test Mode

The normal operating mode is selected by MRO[7] and all other bits set to the desired values shown in the MRO
Register Definition table. Programming MRO[7] to a value of 1 places the device into a DRAM manufacturer-defined
test mode to be used only by the manufacturer, not by the end user. No operations or functionality is specified if
MRO[7] = 1.

DLL Reset

The DLL reset bit is self-clearing, meaning that it returns to the value of 0 after the DLL reset function has been issued.
After the DLL is enabled, a subsequent DLL reset should be applied. Any time the DLL reset function is used, toLLk
must be met before functions requiring the DLL can be used. (For example, Read commands or ODT synchronous
operations).
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Burst Length, Type and Order

Accesses within a given burst may be programmed to sequential or interleaved order. The burst type is selected via
bit A3 of Mode Register MRO. The ordering of accesses within a burst is determined by the burst length, burst type,
and the starting column address as shown in the following table. The burst length is defined by bits A0-Al of Mode
Register MRO. Burst length options include fixed BC4, fixed BL8, and ‘on the fly’ which allows BC4 or BL8 to be
selected coincident with the registration of a Read or Write command via A12/BC#.

Table 7. Burst Type and Burst Order

Starting Column Address

Burst type = Sequential

burst type = Interleaved

Burst Length| Read/Write A Al 20 (decimal) A3=0 (decimal) A3=1 Note
0 0 0 0,1,2,3T,T,T,7T 0,1,2,3T,T.T,T
0 0 1 1,230T,T,1T,T 1,0,3, 2T, T.1T,T
0 1 0 23,0, LT,T,T,T 2,30, LT,T.1T,T
Read 0 1 1 3,01L,2TT,T,T 3,2,1,0,T,T,T, T 123
4 Chop 1 0 0 4,56,7,T,T,T,T 4,56,7,T,T,T,T P
1 0 1 56,7,4T,T,T,T 54,7,6,T,T,T,T
1 1 0 6,7,4,5T,T,T, T 6, 7,45 T, T,1T,T
1 1 1 7.4,56,T,T,T, T 7,6,5 4T, 1,1, T
Write 0 Y, Y, 0,123 X X X, X 0,1,23 X X, X, X 1,2, 4,
1 Y, Y, 4.5,6,7, X, X, X, X 4,5,6,7, X, X, X, X 5
0 0 0 0,1,2,3,4,5,6,7 0,1,2,3,4,5,6,7
0 0 1 1,2,3,0,5,6,7,4 1,0,3,2,5,4,7,6
0 1 0 2,3,0,1,6,7,4,5 2,3,0,1,6,7,4,5
0 1 1 3,0,1,27 45,6 3,2,1,0,7,6,5,4
8 Read 1 0 0 4,5,6,7,0,12 3 4,5,6,7,0,12 3 2
1 0 1 5.6,7,4,1 23,0 5.4,7,6,10,3,2
1 1 0 6,7,4,52 3,0, 1 6,7,4,5,2 3,0, 1
1 1 1 7.4,5,6,30,1,2 7.6,5,4,3 2,1,0
Write Y, Y, Y, 0,1,23,45,6,7 0,1,23,4,5,6,7 2,4

Notes:

1. In case of burst length being fixed to 4 by MRO setting, the internal write operation starts two clock cycles earlier than for the BL8 mode. This
means that the starting point for twr and twrs Will be pulled in by two clocks. In case of burst length being selected on-the-fly via A12/BC#, the

internal write operation starts at the same point in time like a burst of 8 write operation. This means that during on-the-fly control, the starting

point for twg and twrr will not be pulled in by two clocks.

aprwn

X: Don'’t Care.

0...7 bit number is value of CA[2:0] that causes this bit to be the first read during a burst.
T: Output driver for data and strobes are in high impedance.
V: avalid logic level (0 or 1), but respective buffer input ignores level on input pins.

Write Recovery (WR)/Read-to-Precharge (RTP)

The programmed write recovery (WR) value is used for the auto precharge feature along with trp to determine toa.. WR
for auto precharge (MIN) in clock cycles is calculated by dividing twr (in ns) by tck (in ns) and rounding to the next

integer:

The WR value must be programmed to be equal to or larger than twr (MIN). When both DM and write CRC are
enabled in the mode register, the device calculates CRC before sending the write data into the array; twr values will
change when enabled. If there is a CRC error, the device blocks the Write operation and discards the data.

Internal Read-to-Precharge (RTP) command delay for auto precharge (MIN) in clock cycles is calculated by dividing
trre (in NS) by tck (in ns) and rounding to the next integer: The RTP value in the mode register must be programmed to
be equal to or larger than RTP (MIN). The programmed RTP value is used with trp to determine the ACT timing to the

same bank.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Mode Register MR1

Table 8. MR1 Definition

8GO | BA1 | BA0 [ [SASF I Ava [ arz2 [An | a10| A9 | a8 | A7 | A6 | AS | A4 | A3 | A2 | A1 | A0
0 0 1 1] 0 o | 0" |Qot®| o Rrr_row wL | ot | o AL™ oDl DLL
I [
v ¥ ! If ] * '
AlZ Coff AT | Write Laveling Enable Al DLL Enable AZ | A1 |Qutput Driver Impedance Conirol
0 | Cutpit buffer enabled 0 Disable 0 Disable™ 0 0 RECYT
1 | Output bufier disabled 1 Enable 1 Enable 0 1 REZQ/5
1 0 Reserved
1 1 Reserved
i ¥ Y
A0 | AD | AB Rrr_niom Al TDQS A4 | A3 Additive Latency
] 0 0 Rrr_now Disable ] Disable o]0 OiAL disabled)
0 0 1 RZ0i4 1 Enable 0 1 CL-1
0 1 0 RZ2 1 1] cL-2
0 1 i RZWE 1 1 Reserved
1 0 0 RZON
1 0 1 RZQVS
1 1 0 RZQ/3
1 1 1 RZQT

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. Outputs disabled - DQs, DQSs, DQS#s.
Note 3. States reversed to “0 as Disable” with respect to DDRA4.

DLL Enable/DLL Disable

The DLL must be enabled for normal operation and is required during power-up initialization and upon returning to
normal operation after having the DLL disabled. During normal operation (DLL enabled with MR1[0]) the DLL is
automatically disabled when entering the Self Refresh operation and is automatically re- enabled upon exit of the Self
Refresh operation. Any time the DLL is enabled and subsequently reset, toLik clock cycles must occur before a Read
or Synchronous ODT command can be issued to allow time for the internal clock to be synchronized with the external
clock. Failing to wait for synchronization to occur may result in a violation of the tbgsck, taon, Or taor parameters.

During tork, CKE must continuously be registered High. The device does not require DLL for any Write operation,
except when Rrr_wr is enabled and the DLL is required for proper ODT operation.

The direct ODT feature is not supported during DLL off mode. The ODT resistors must be disabled by continuously
registering the ODT pin Low and/or by programming the Rtt_nowm bits MR1[10:8] = 000 via an MRS command during
DLL off mode.

The dynamic ODT feature is not supported in DLL off mode; to disable dynamic ODT externally, use the MRS
command to set Rtt_wr, MR2[11:9] = 00.

Output Driver Impedance Control
The output driver impedance of the device is selected by MR1[2:1].
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ODT Rtr1_nom Values

The device is capable of providing three different termination values: Rtr_park, R1T_nom, @and Rrr_wr. The nominal
termination value, Rtr_nowm, is programmed in MR1. A separate value, Rtt_wr, may be programmed in MR2 to enable
a unigue Rrt value when ODT is enabled during Write operations. The Rrr_wr value can be applied during Write
commands even when Rrr_nowm is disabled. A third Rrr value, Rtr_park, is programmed in MR5. Rtt_park provides a
termination value when the ODT signal is Low.

Additive Latency

The Additive Latency (AL) operation is supported to make command and data bus efficient for sustainable bandwidths
in the device. In this operation, the device allows a Read or Write command (either with or without auto precharge) to
be issued immediately after the Activate command. The command is held for the time of AL before it is issued inside
the device. Read latency (RL) is controlled by the sum of the AL and CAS latency (CL) register settings. Write latency
(WL) is controlled by the sum of the AL and CAS Write latency (CWL) register settings. Additive Latency is not
supported for x16 device.

Write Leveling

For better signal integrity, the device uses fly-by topology for the commands, addresses, control signals, and clocks.
Fly-by topology benefits from a reduced number of stubs and their lengths, but it causes flight-time skew between
clock and strobe at every DRAM on the DIMM. This makes it difficult for the controller to maintain tDQSS, tDSS, and
tDSH specifications. Therefore, the device supports a write leveling feature that allows the controller to compensate
for skew.

Output Disable

The device outputs may be enabled/disabled by MR1[12] as shown in the MR1 Register Definition table. When
MR1[12] is enabled (MR1[12] = 1) all output pins (such as DQ and DQS) are disconnected from the device, which
removes any loading of the output drivers. For example, this feature may be useful when measuring module power.
For normal operation, set MR1[12] to O.

Termination Data Strobe

Termination data strobe (TDQS) is a feature of the x8 device and provides additional termination resistance outputs
that may be useful in some system configurations. The TDQS, DBI, and Data Mask (DM) functions share the same pin.
When the TDQS function is enabled via the mode register, the DM and DBI functions are not supported. When the
TDQS function is disabled, the DM and DBI functions can be enabled separately.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Mode Register MR2

Table 9. MR2 Definition

m - oy
BGO | BA1 | B0 |Reo|CASEIVIER aq3 | a1z [ A1t | A10 | Ao | A8 | A7 | A6 | A5 | Ad | A3 | A2 | A1 | A0
0 1 0 0| o0 o | 0" "g;tg Rrrwr 0" | LPASR CWL o' | 0" | o
]
+ L J
Al2 Write CRC A1l | A10 | A9 Rriwr
0 Dizable 0 0 0 Ryrpem disabled (Write does not affect Ry value)
1 Enable 0 0 1 RZQ2
0 1 0 RZ0QM
0 1 1 Hi-Z
1 0 ] RZ0/3
v
Operating Data Rate in MT/s Operating Data Rate in MT/s
A5 | A4 | A3 |cwL for 1 tex Write Preamble for 2 tex Write Preamble™
1% Set 2™ set 1% Set 2™ Set
] 0 0 9 1600 - -
1] 0 1 10 1866 - - -
0 1 0 11 2133 1600 - -
] 1 1 12 2400 1866 - -
1 0 v} 14 - 2133 2400 -
1 0 1 16 - 2400 2666 2400
1 1 a 18 - 2666 - 2666
¥
AT A6 Low Power Auto Self Refresh (LPASR)
0 L] Manual Mode - Mormal Operaling Temperature Range (T¢: <40°C ~ 85°C)
0 1 Manual Mode - Reduced Operating Temperature Range (Te 40°C -~ 45°C)
1 0 Manual Mode - Extended Operating Temperature Range (Te: -40°C - 95°C)
1 1 ASR Maode (Auta Selfl Refresh)

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. The 2 tcx Write Preamble is valid for DDR4-2400/2666 Speed Grade. For the 2" Set of tcx Write Preamble, no additional CWL is needed.

CAS Write Latency

CAS WRITE latency (CWL) is defined by MR2[5:3] as shown in the MR2 Register Definition table. CWL is the delay,
in clock cycles, between the internal Write command and the availability of the first bit of input data. The device does
not support any half-clock latencies. The overall Write latency (WL) is defined as additive latency (AL) + parity latency
(PL) + CAS write latency (CWL): WL = AL +PL + CWL.

Low-Power Auto Self Refresh

Low-power auto self refresh (LPASR) is supported in the device. Applications requiring Self Refresh operation over
different temperature ranges can use this feature to optimize the IDD6 current for a given temperature range as
specified in the MR2 Register Definition table.

Dynamic ODT

In certain applications and to further enhance signal integrity on the data bus, it is desirable to change the termination
strength of the device without issuing an MRS command. This may be done by configuring the dynamic ODT (Rt wr)
settings in MR2[11:9]. In write leveling mode, only Rt nowm is available.

Write Cyclic Redundancy Check Data Bus

The write cyclic redundancy check (CRC) data bus feature during writes has been added to the device. When enabled
via the mode register, the data transfer size goes from the normal 8-bit (BL8) frame to a larger 10-bit Ul frame, and the
extra two Uls are used for the CRC information.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Mode Register MR3
Table 10. MR3 Definition

RASE|CASH|WE&/
BGO | BA1 | BAD -'AISE Cﬁ% AE-# Al3 | A12 | AN | AID| AD | AB | AT | AG | AS | A4 | A3 | A2 | A1 AD
o [ [ To o Jo [o | "Famer | Vi? [ ey [ o [ ron [ e | SE20
! L |
; — e
Al2 | A1 | MPR Read Format A0 | AD | CRC+DM Write Command Latency Al | AD | MPR Page Selection
0 0 Serial 0 0 4 tox (DDR4-1600) 1] 0 Pagel
] 1 Farallel 0 1 5 tex (DDRA-1866/2133/240002666) 1] 1 Pagel
1 0 Staggered * 1 0 Page2
1 1 Reserved Al Geardown Mode 1 1 Pagel
L 0 1/2 Rate
AR | AT | A6 |Fine Granulanty Refresh 1 1/4 Rate ¥
1] 0 0 Normal (Fixed 1x) ¥ || A2 MPR Operation
0 0 1 Fixed 2x A4 | Per DRAM Addressability 0 Momal
0 1 0 Fieed 4x 0 Disable 1 Dataflow from/to MPR
0 1 1 Reserved i Enable
1 0 0 Reserved \ A
1 1] 1 Enable on the fiy 2x A5 Temperalure Sensor
1 1 0 Enable on the fiy 4x 0 Disable
1 1 1 Reserved 1 Enable

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. Write Command latency when CRC and DM are both enabled:

e Atless than or equal to 1600 then 4tCK; neither 5tCK nor 6tCK

e At greater than 1600 and less than or equal to 2666 then 5tCK; neither 4tCK nor 6tCK
Note 3. Refer to MPR Data Format table.

Write Command Latency When CRC/DM is Enabled

The Write command latency (WCL) must be set when both Write CRC and DM are enabled for Write CRC persistent
mode. This provides the extra time required when completing a Write burst when Write CRC and DM are enabled.

Fine Granularity Refresh Mode

This mode had been added to DDR4 to help combat the performance penalty due to refresh lockout at high densities.
Shortening trrc and decreasing cycle time allows more accesses to the chip and allows for increased scheduling
flexibility.

Temperature Sensor Status

This mode directs the DRAM to update the temperature sensor status at MPR Page 2, MPRO [4,3]. The temperature
sensor setting should be updated within 32ms; when an MPR read of the temperature sensor status bits occurs, the
temperature sensor status should be no older than 32ms.

Per-DRAM Addressability

The MRS command mask allows programmability of a given device that may be in the same rank (devices sharing the
same command and address signals). As an example, this feature can be used to program different ODT or Vrer
values on DRAM devices within a given rank.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Mode Register MR4
Table 11. MR4 Definition

BGO | BAT | BAD |Tase | are |'ags | A13 [A12 | A1t | A10| A9 | A8 | A7 | A6 | AS | A4 | A3 | A2 | A1 | A
1o | o] o] o] o |WPPR|twere| tarre u':“:fg iift Csf::fxﬂﬁm SPPR ":,:‘:' TCRM| TCRR |MPSM| 0"
] — ] —
v I '
A3 hPPR AR AT MG CAL A2 Temperature Controlled Refresh Range
0 Disable 0 0 0 Disabled 0 Marmal
1 Enable o 1] 1 3 1 Extended
] 0 1 0 4 ¥
A10 | Read Preamble Training Mode ] 1 1 5 A Temperature Controlled Refresh Mode
0 [hsable 1 0 0 6 0 Disabile
1 Enable 1 1] 1 8 1 Enable
v 1 1 ] Reserved L ]
AN Read Preamble 1 1 1 Reserved Al Maximum Power Saving Mode
] 1l v 0 Disable
1 2 1 A4 Intermal Vees Monitor 1 Enable
¥ 1] Disable —* *_
A12 White Preamble 1 Enable A% | Self Refresh Abort AS sPPR
0 1w [1] Disable o Disable
1 2 I 1 Enable 1 Enable

Note 1. Reserved for future use and must be programmed to 0 during MRS.

Write Preamble

Programmable Write preamble, twere, can be set to ltck or 2tck via the MR4 register. The 1tck setting is similar to
DDR3. However, when operating in 2tck Write preamble mode, CWL must be programmed to a value at least 1 clock
greater than the lowest CWL setting supported in the applicable tck range. Some even settings will require addition of
2 clocks. If the alternate longer CWL was used, the additional clocks will not be required.

Read Preamble

Programmable Read preamble trerre can be set to 1tck or 2tck via the MR4 register. Both the ltck and 2tck DDR4
preamble settings are different from that defined for the DDR3 SDRAM. Both DDR4 Read preamble settings may
require the memory controller to train (or read level) its data strobe receivers using the Read preamble training.

Read Preamble Training

Programmable Read preamble training can be set to ltck or 2tck. This mode can be used by the memory controller to
train or Read level its data strobe receivers.

Temperature-Controlled Refresh

When temperature-controlled refresh mode is enabled, the device may adjust the internal refresh period to be longer
than trer of the normal temperature range by skipping external Refresh commands with the proper gear ratio. For
example, the DRAM temperature sensor detected less than 45°C. Normal temperature mode covers the range of 0°C
to 85°C (ET) or -40°C to 85°C (IT), while the extended temperature range covers 0°C to 95°C (ET), -40°C to 95°C (IT),
or -40°C to 105°C (AT).
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Command Address Latency

Command Address Latency (CAL) is a power savings feature and can be enabled or disabled via the MRS setting.
CAL is defined as the delay in clock cycles (tcal) between a CS# registered LOW and its corresponding registered
command and address. The value of CAL (in clocks) must be programmed into the mode register and is based on the
roundup (in clocks) of [tck(ns)/tcaL(ns)].

Internal VREF Monitor

The device generates its own internal Vrerpq. This mode may be enabled during Vrerpq training, and when enabled,
VRrer, time-short and Vrer, time-long Need to be increased by 10ns if DQO, DQ1, DQ2, or DQ3 have OpF loading. An
additional 15ns per pF of loading is also needed.

Maximum Power Savings Mode

This mode provides the lowest power mode where data retention is not required. When the device is in the maximum
power saving mode, it does not need to guarantee data retention or respond to any external command (except the
maximum power saving mode exit command and during the assertion of Reset# signal LOW).
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Mode Register MR5
Table 12. MR5 Definition

BGO | BA1 | BAD Rﬁf;a" ?i‘f; ":':-: a13 | a12 | A1t |At0]| Ao | a8 | A7 | a6 | A5 | A4 | A3 | A2 | A1 | Ao
1 1o 1| 0] o] oo |ros|wos| om|care R passe QT | Famy | ORC | ¢/ parity Latency
I 1 — I I
= e e
A9 | CA parity Persistent Error A8 | AT | A6 Rr_pas a2 | a1 | a0 PL
0 Disable 0 | 0 | 0 | RerpumDisabled o | o] o Disabled
1 Enable o | o | 1 Rz 0 1 | 4 (DDR4-1600/1866/2133)
¥ o] 1] o RZQ12 o | 1| 0| 5DRs-2400:2666)
A10 | Data Mask o | 1| 1 RZQ/G 'BERE Reserved
0 Disable 10| 0 RZQ/ T o o Reserved
1 Enabile 1 1] 1 RIQUS 1 1] 1 Reserved
* 1 1 0 RZQ3 1 1 [1] Reserved
A11 | Write DBI 'BERE RZQIT HERE Reserved
] Disable ¥ '_' v -
1 Enable A5 QDT Input Buffer during Power Down © Ad CiA Panty Ermor Status A3 | CRC Ermor Clear
0 ODOT imput buffer is activated 0 Clear 0 Clear
A12 | Read DBI 1 QDT input buffer is deactivated 1 Error 1 Emor
[i] Disable
1 Enable

Note 1. Reserved for future use and must be programmed to O during MRS.
Note 2. When RTT_nom Disable is set in MR1, A5 of MR5 will be ignored.

Data Bus Inversion

The Data Bus Inversion (DBI) function has been added to the device and is supported for x8 configurations. The DBI
function shares a common pin with the DM and TDQS (x8) functions. The DBI function applies to both Read and Write
operations; Write DBI cannot be enabled at the same time the DM function is enabled. Refer to the TDQS Function
Matrix table for valid configurations for all three functions (TDQS/DM/DBI). DBI is not allowed during MPR Read
operation; during an MPR read, the DRAM ignores the read DBI enable setting in MR5 bit A12.

Data Mask

The Data Mask (DM) function, also described as a partial write, has been added to the device and is supported for x8
configurations. The DM function shares a common pin with the DBI and TDQS functions. The DM function applies
only to Write operations and cannot be enabled at the same time the write DBI function is enabled. Refer to the TDQS
Function Matrix table for valid configurations for all three functions (TDQS/DM/DBI).

CA Parity Persistent Error Mode

Normal CA parity mode (CA parity persistent mode disabled) no longer performs CA parity checking while the parity
error status bit remains set at 1. However, with CA parity persistent mode enabled, CA parity checking continues to be
performed when the parity error status bit is setto a 1.

ODT Input Buffer for Power-Down

This feature determines whether the ODT input buffer is on or off during power-down. If the input buffer is configured
to be on (enabled during power-down), the ODT input signal must be at a valid logic level. If the input buffer is
configured to be off (disabled during power-down), the ODT input signal may be floating and the device does not
provide Rtt_nom termination. However, the device may provide Rrr_park termination depending on the MR settings.
This is primarily for additional power savings.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

CA Parity Error Status

The device will set the error status bit to 1 upon detecting a parity error. The parity error status bit remains set at 1
until the device controller clears it explicitly using an MRS command.

CRC Error Clear

The device will set the error status bit to 1 upon detecting a CRC error. The CRC error status bit remains set at 1 until
the device controller clears it explicitly using an MRS command.

CA Parity Latency Mode

CA parity is enabled when a latency value, dependent on tck, is programmed; this accounts for parity calculation delay
internal to the device. The normal state of CA parity is to be disabled. If CA parity is enabled, the device must ensure
there are no parity errors before executing the command. CA parity signal (PAR) covers ACT#, RAS#/A16, CAS#/A15,
WE#/A14, and the address bus including bank address and bank group bits. The control signals CKE, ODT, and CS#
are not included in the parity calculation.
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Mode Register MR6
Table 13. MR6 Definition

BGO | BA1 | BAO RAS# (?A,Sﬁ WEg A13 | A12 | A11 | A10 | A9 A8 AT AB A5 A4 A3 A2 Al AD
/A16 | /A5 | Al4
1 1 0 0 0 0 0" teeo L 0" 0" |Vreroa| Vreroa Vee=na Training Value
= Training| Range
] | |
v ¥
A12 | A11 | A10 teen_Lmin (tok) oL kmin (tok) Note AB Vrerna Range

0 0 0 4 597 Data rate £1333Mbps 0 Range 1

0 0 1 5 597 1333Mbps < Data rate <1866Mbps 1 Range 2

0 1 0 6 768 1866Mbps < Data rate =2400Mbps r

0 1 1 T 1024 2400Mbps < Data rate £2666Mbps AT Vrerp Training

1 0 0 Reserved Reserved Reserved 0 Disable

1 0 1 Reserved - Reserved 1 Enable

1 1 0 Reserved - Reserved

1 1 1 Reserved - Reserved
A5:A0 Rangel Range2 A5:A0 Rangel Range2 | A5:A0 Rangel Range2 A5:A0 Rangel Range2
000000 60.00% 45.00% 001101 68.45% 53.45% 011010 76.90% 61.90% 100111 85.35% 70.35%
000001 60.65% 45.65% 001110 69.10% 54.10% 011011 77.55% 62.55% 10 1000 86.00% 71.00%
000010 61.30% 46.30% 001111 69.75% 54.75% 011100 78.20% 63.20% 10 1001 86.65% 71.65%
000011 61.95% 46.95% 010000 70.40% 55.40% 011101 78.85% 63.85% 10 1010 87.30% 72.30%
000100 62.60% 47.60% 010001 71.05% 56.05% 011110 79.50% 64.50% 10 1011 87.95% 72.95%
000101 63.25% 48.25% 010010 71.70% 56.70% 011111 80.15% 65.15% 10 1100 88.60% 73.60%
000110 63.90% 48.90% 010011 72.35% 57.35% 10 0000 80.80% 65.80% 10 1101 89.25% 74.25%
000111 64.55% 49.55% 010100 73.00% 58.00% 10 0001 81.45% 66.45% 10 1110 89.90% 74.90%
001000 65.20% 50.20% 010101 73.65% 58.65% 10 0010 82.10% 67.10% 10 1111 90.55% 75.55%
001001 65.85% | 50.85% 010110 74.30% 59.30% 10 0011 82.75% 67.75% 11 0000 91.20% 76.20%
001010 66.50% 51.50% 010111 74.95% 59.95% 10 0100 83.40% 68.40% 11 0001 91.85% 76.85%
001011 67.15% 52.15% 011000 75.60% 60.60% 10 0101 84.05% 69.05% 11 0010 92.50% 77.50%
001100 67.80% | 52.80% 011001 76.25% 61.25% 10 0110 84.70% 69.70% 11 0011 to 111111 : Reserved

Note 1. Reserved for future use and must be programmed to O during MRS

tcco_L Programming

The device controller must program the correct tCCD_L value. tCCD_L will be programmed according to the value
defined per operating frequency in the AC parameter table.

VRrerpq Training Enable

Vrerpq Training is where the device internally generates its own Vrerpq to be used by the DQ input receivers. The
device controller is responsible for setting and calibrating the internal Vrerpq level using an MRS protocol (adjust up,
adjust down, etc.). The procedure is a series of Writes and Reads in conduction with Vrerog adjustments to optimize and
verify the data eye. Enabling Vrerpq Training must be used whenever values are being written to the MR6[6:0] register.
VrerpqQ Training Range

The device defines two Vrerpg calibration ranges: Range 1 and Range 2. Range 1 supports Vrerpg between 60% and
92% of Vbpg while Range 2 supports Vrerpg between 45% and 77% of Vopg, Range 1 was targeted for module-based
designs and Range 2 was added to target point to-point designs.

VRrerpq Training Value

Fifty settings provide approximately 0.65% of granularity steps sizes for both Range 1 and Range 2 of Vrerpo.
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4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQA48P
Mode Register MR7: Ignore

The DDR4 SDRAM shall ignore any access to MR7 for all DDR4 SDRAM. Any bit setting within MR7 may not take
any effect in the DDR4 SDRAM.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

DLL-off Mode and DLL on/off Switching Procedure
off switchi |

The DLL-off mode is entered by setting MR1 bit AO to “0”; this will disable the DLL for subsequent operations until AO
bit is set back to “1”.

13 ” 1] tH

To switch from DLL “on” to DLL “off’ requires the frequency to be changed during Self-Refresh, as outlined in the

following procedure:

1. Starting from Idle state (All banks pre-charged, all timings fulfilled, and DRAMs On-die Termination resistors,

Rrt_nom, must be in high impedance state before MRS to MR1 to disable the DLL.)

Set MR1 bit AO to “0” to disable the DLL.

Wait tmop.

Enter Self Refresh Mode; wait until (tcksre) is satisfied.

Change frequency, following the guidelines in the Input Clock Frequency Change section.

Wait until a stable clock is available for at least (tcksrx) at device inputs.

Starting with the Self Refresh Exit command, CKE must continuously be registered high until all tmop timings from

any MRS command are satisfied. In addition, if any ODT features were enabled in the mode registers when Self

Refresh mode was entered, the ODT signal must continuously be registered LOW until all twop timings from any

MRS command are satisfied. If Rtt_nowm features were disabled in the mode registers when Self Refresh mode was

entered, ODT signal is Don’t Care.

8. Wait txs_rast OF txs_abort OF txs, then set Mode Registers with appropriate values (especially an update of CL, CWL
and WR may be necessary; a ZQCLcommand may also be issued after txs_rast).

e txs rast : ZQCL, ZQCS, MRS commands. For MRS command, only CL and WR/RTP register in MRO, CWL
register in MR2 are allowed to be accessed provided the device is not in per DRAM addressibility mode.
Access to other device mode registers must satisfy txs timing.

e txs avort : If the MR4 bit A9 is enabled then the device aborts any ongoing refresh and does not increment the
refresh counter. The controller can issue a valid command after a delay of txs_abort. Upon exit from Self-Refresh,
the device requires a minimum of one extra refresh command before it is put back into Self-Refresh Mode.
This requirement remains the same irrespective of the setting of the MRS bit for self refresh abort.

e txs: ACT, PRE, PREA, REF, SRE, PDE, WR, WRS4, WRS8, WRA, WRAS4, WRASS, RD, RDS4, RDS8, RDA,
RDAS4, RDASS

9. Wait for tmop, then device is ready for next command.

Nogakrwn

Figure 9. DLL Switch Sequence from DLL ON to DLL OFF

CK#
CK

CKE

CMD

QDT

ADDR

Enter Self Refresh Exit Self Refresh  » TIME BREAK [JloonT care
MOTES:
1. Starting with Idle Siate, Ry in Slable
2. Disable DLL by setting MR Bit AD 10 0
3. Enler SR
4_ Change Frequency
5. Clock must bé s1able losss
6. Ext SR
7.8.9. Update Mode registers allowed with DLL off parameters seting
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

13 th 13 ”

To switch from DLL “off” to DLL “on” (with required frequency change) during Self-Refresh:
1. Starting from Idle state (All banks pre-charged, all timings fulfilled and DRAMs On-die Termination resistors
(Rtm_nom) must be in high impedance state before Self-Refresh mode is entered.)

2. Enter Self Refresh Mode, wait until tcksre satisfied.

3. Change frequency, following the guidelines in the Input Clock Frequency Change section.

4. Wait until a stable clock is available for at least (tcksrx) at device inputs.

5. Starting with the Self Refresh Exit command, CKE must continuously be registered high until toLx timing from
subsequent DLL Reset command is satisfied. In addition, if any ODT features were enabled in the mode registers
when Self Refresh mode was entered, the ODT signal must continuously be registered low until toLk timings from
subsequent DLL Reset command is satisfied. If Rtr_nom were disabled in the mode registers when Self Refresh
mode was entered, ODT signal is don’t care.

6. Wait txs or txs_asort depending on Bit A9 in MR4, then set MR1 bit A0 to “1” to enable the DLL.

7. Wait twrp, then set MRO bit A8 to “1” to start DLL Reset.

8. Wait twrp, then set Mode Registers with appropriate values (especially an update of CL, CWL and WR may be

necessary. After tvop satisfied from any proceeding MRS command, a ZQCL command may also be issued
during or after toLik.)

9. Wait for twop, then device is ready for next command. (Remember to wait touk after DLL Reset before applying
command requiring a locked DLL). In addition, wait also for tzqoper in case a ZQCL command was issued.

Figure 10. DLL Switch Sequence from DLL OFF to DLL ON

Ck#
CK

CKE

CMD

tokesn

Enter Self Refresh Exit Self Refresh 7 TIME BREAK -DDH'T CARE

WOTES:

1. Starting with ldie State

2. Enter SR

3. Change Frequency

4. Clock must be stable towsas

5. Exit SR

6.7. Set DLL-on by MR1 AQ="1"

8. Start DLLResst

9. Update rest MR register values after tpy s (nof shown in the diagram)
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

DLL-off Mode
DLL-off mode is entered by setting MR1 bit A0 to “0”; this will disable the DLL for subsequent operations until A0 bit is

set back to “1”. The MR1 AOQ bit for DLL control can be switched either during initialization or during self refresh mode.
Refer to the Input Clock Frequency Change section for more details.

The maximum clock frequency for DLL-off Mode is specified by the parameter tckpL orr. There is no minimum
frequency limit besides the need to satisfy the refresh interval, treri.

Due to latency counter and timing restrictions, only one value of CAS Latency (CL) in MRO and CAS Write Latency
(CWL) in MR2 are supported. The DLL-off mode is only required to support setting of both CL=10 and CWL=9.

DLL-off mode will affect the Read data Clock to Data Strobe relationship (togsck), but not the Data Strobe to Data
relationship (togsq, ton). Special attention is needed to line up Read data to controller time domain.

Comparing with DLL-on mode, where tbgsck starts from the rising clock edge (AL+CL) cycles after the Read command,
the DLL-off mode togsck starts (AL+CL - 1) cycles after the read command. Another difference is that tbgsck may not
be small compared to tck (it might even be larger than tck) and the difference between togsckmin and togsckmax iS
significantly larger than in DLL-on mode. togsck(LL_of) Values are undefined.

The timing relations on DLL-off mode Read operation are shown in the following diagram, where CL = 10, AL = 0, and
BL = 8.

Figure 11. Read operation at DLL-off mode

TO T1 T6 T7 T8 T9 T10 T11 T12 T13 T14
CHH e, . S - were, e - - - -
CK ' L -
CMD READ ;i

RL=#AL & CL=10(CL=10 AL=0)
CL=10

DaSIf_DLL_on "N S S

DO _DLL_on 4 oy Kl cns PREcaz b4 on L cas b M o R o L e
4 RL (DAL _off} = AL + (CL-1) =9 ‘tU'U'SCRI_DLl_nf]_m

h
asaf oLL_on g A\ ——

£Q_DLL or i CORC RN NENED)

IposcrmiL e _mas

DQSdift_DLL_off 1 rw
b_pLL o 2 EXEEEEEEE

NDQ48PFQv1.1-4Gb(x8)20230605 29 I N S |@ N | S



Input Clock Frequency Change

After the device is initialized, the DDR4 SDRAM requires the clock to be “stable” during almost all states of normal
operation. This means that after the clock frequency has been set and is to be in the “stable state”, the clock period is
not allowed to deviate except for what is allowed for by the clock jitter and SSC (spread spectrum clocking)
specifications. The input clock frequency can be changed from one stable clock rate to another stable clock rate only
when in Self- Refresh mode. Outside Self-Refresh mode, it is illegal to change the clock frequency.

After the device has been successfully placed into Self-Refresh mode and tcksre has been satisfied, the state of the
clock becomes a "Don’t Care". Following a "Don’t Care", changing the clock frequency is permissible, provided the
new clock frequency is stable prior to tcksrx. When entering and exiting Self-Refresh mode for the sole purpose of
changing the clock frequency, the Self-Refresh entry and exit specifications must still be met as outlined in Self-
Refresh Operation.

For the new clock frequency, additional MRS commands to MRO, MR2, MR3, MR4, MR5, and MR6 may need to be
issued to program appropriate CL, CWL, Gear-down mode, Read & Write Preamble, Command Address Latency
(CAL Mode), Command Address Parity (CA Parity Mode), and tcco L/toLik value.

In particular, the Command Address Parity Latency (PL) must be disabled when the clock rate changes, ie. while in
Self Refresh Mode. For example, if changing the clock rate from DDR4-2133 to DDR4-2666 with CA Parity Mode
enabled, MR5[2:0] must first change from PL = 4 to PL = disable prior to PL = 5. The correct procedure would be to (1)
change PL = 4 to disable via MR5 [2:0], (2) enter Self Refresh Mode, (3) change clock rate from DDR4-2133 to
DDR4-2666, (4) exit Self Refresh Mode, (5) Enable CA Parity Mode setting PL = 5 via MR5 [2:0].

If the MR settings that require additional clocks are updated after the clock rate has been increased, i.e. after exiting
self refresh mode, the required MR settings must be updated prior to removing the DRAM from the idle state, unless
the DRAM is reset. If the DRAM leaves the idle state to enter self refresh mode or ZQ Calibration, the updating of the
required MR settings may be deferred to after the next time the DRAM enters the idle state.

If MR6 is issued prior to Self Refresh Entry for new toLk value, then DLL will relock automatically at Self Refresh Exit.
However, if MR6 is issued after Self Refresh Entry, then MRO must be issued to reset the DLL.

The device input clock frequency can change only within the minimum and maximum operating frequency specified

for the particular speed grade. Any frequency change below the minimum operating frequency would require the use
of DLL-on mode to DLL-off mode transition sequence. (See DLL on/off switching procedure.)
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Write Leveling

For better signal integrity, the DDR4 memory module adopted fly-by topology for the commands, addresses, control
signals, and clocks. The fly-by topology has benefits from reducing number of stubs and their length, but it also
causes flight time skew between clock and strobe at every DRAM on the DIMM. This makes it difficult for the
Controller to maintain tbgss, toss, and tosu specification. Therefore, the device supports a write leveling feature to allow
the controller to compensate for skew. This feature may not be required under some system conditions provided the
host can maintain the togss, tbss and tosn specifications.

The memory controller can use the write leveling feature and feedback from the device to adjust the DQS, DQS# to
CK, CK# relationship. The memory controller involved in the leveling must have adjustable delay setting on DQS,
DQS# to align the rising edge of DQS, DQS# with that of the clock at the DRAM pin. The DRAM asynchronously
feeds back CK, CK#, sampled with the rising edge of DQS, DQS#, through the DQ bus. The controller repeatedly
delays DQS, DQS# until a transition from 0 to 1 is detected. The DQS, DQS# delay established through this exercise
would ensure togss specification.

Besides tooss, toss and tosw specification also needs to be fulfilled. One way to achieve this is to combine the actual
tooss in the application with an appropriate duty cycle and jitter on the DQS, DQS# signals. Depending on the actual
togss in the application, the actual values for togs. and toqgst may have to be better than the absolute limits provided in
the chapter "AC Timing Parameters" in order to satisfy toss and tosn specification. A conceptual timing of this scheme
is shown below.

Figure 12. Write Leveling Concept

Source

Diff DQS

Destination CK
1 1
CK

Diff_DQS

DQ Oor1 \ o
Push DS o capture 0-1
transition /_\ /_\_

Diff_DQS

DQ Dor 1 X 1 X 1 X 1

DQS, DQS# driven by the controller during leveling mode must be terminated by the DRAM based on ranks populated.
Similarly, the DQ bus driven by the DRAM must also be terminated at the controller.

All data bits should carry the leveling feedback to the controller across the DRAM configurations x8 and x16. On a x16
device, both byte lanes should be leveled independently. Therefore, a separate feedback mechanism should be available
for each byte lane. The upper data bits should provide the feedback of the upper diff DQS(diff UDQS) to clock
relationship whereas the lower data bits would indicate the lower diff_DQS(diff LDQS) to clock relationship.
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DRAM enters into Write leveling mode if A7 in MR1 set 'High’ and after finishing leveling, DRAM exits from write
leveling mode if A7 in MR1 set 'Low’ (see the MR setting involved in the leveling procedure table). Note that in write
leveling mode, only DQS terminations are activated and deactivated via ODT pin, unlike normal operation (see the
DRAM termination function in the leveling mode table).

Table 14. MR setting involved in the leveling procedure

Function MR1 Enable Disable
Write leveling enable A7 1 0
Output buffer mode (Qoff) Al12 0 1

Table 15. DRAM termination function in the leveling mode

ODT pin @DRAM if Rr7_nom/park Value is set via MRS | DQS/DQS# termination DQs termination
Rrr_nom With ODT High on off
RTT_PARK with ODT Low on off

Notes:
1. In Write Leveling Mode with its output buffer disabled (MR1[bit A7] = 1 with MR1[bit A12] = 1) all Rt nomand Rrr_park Settings are allowed; in
Write Leveling Mode with its output buffer enabled (MR1[bit A7] = 1 with MR1[bit A12] = 0) all R+t nomand Ryt _park Settings are allowed.
2. Dynamic ODT function is not available in Write Leveling Mode. DRAM MR2 bits A[11:9] must be ‘000’ prior to entering Write Leveling Mode.
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I .

The Memory controller initiates Leveling mode of all DRAMs by setting bit A7 of MR1 to 1. When entering write
leveling mode, the DQ pins are in undefined driving mode. During write leveling mode, only Deselect commands are
allowed, as well as an MRS command to change Qoff bit (MR1[A12]) and an MRS command to exit write leveling
(MR1[AT7]). Upon exiting write leveling mode, the MRS command performing the exit (MR1[A7]=0) may also change
the other MR1 bits. Since the controller levels one rank at a time, the output of other ranks must be disabled by setting
MR1 bit A12 to 1. The Controller may assert ODT after twop, at which time the DRAM is ready to accept the ODT
signal.

The Controller may drive DQS low and DQS# high after a delay of twi.ogsen, at which time the DRAM has applied on-
die termination on these signals. After tbesL and twimro, the controller provides a single DQS, DQS# edge which is
used by the DRAM to sample CK - CK# driven from controller. tw.mrbmax) timing is controller dependent.

DRAM samples CK - CK# status with rising edge of DQS - DQS# and provides feedback on all the DQ bits
asynchronously after twio timing. There is a DQ output uncertainty of twioe defined to allow mismatch on DQ bits. The
twroe period is defined from the transition of the earliest DQ bit to the corresponding transition of the latest DQ bit.
There are no read strobes (DQS/DQS#) needed for these DQs. Controller samples incoming DQs and decides to
increment or decrement DQS - DQS# delay setting and launches the next DQS - DQS# pulse after some time, which
is controller dependent. Once a 0 to 1 transition is detected, the controller locks DQS - DQS# delay setting and write
leveling is achieved for the device. The following figure shows the timing diagram and parameters for the overall Write
Leveling procedure.

Figure 13. Write Leveling Sequence (DQS capturing CK low at Ta and CK high at Th)
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ROTE 3. DES: Dedsdoct.
ROTE 4. diff 0G5 is the differential dota strobe (DGS-D054). Timing mdoronce points are the zoro crossings. DOS is shown with solid line, DOS# is shown with dotied Eno.
NOTE 5. CRCKE: CK i shown wilh solid darnk s, whans as CKE i deawn with doed s,
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: I le Exi

The following sequence describes how the Write Leveling Mode should be exited:

1. After the last rising strobe edge (see ~TO0), stop driving the strobe signals (see ~Tc0). Note: From now on, DQ
pins are in undefined driving mode, and will remain undefined, until tmop after the respective MRS command
(Tel).

2. Drive ODT pin low (tis must be satisfied) and continue registering low (see Tb0).

3. After the Rt is switched off, disable Write Level Mode via MRS command (see Tc2).

4. After tmop is satisfied (Tel), any valid command may be registered. (MRS commands may be issued after tmrp
(Td1).

Figure 14. Write Leveling Exit
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CAL Mode (CS#to Command Address Latency)

DDR4 supports Command Address Latency (CAL) function as a power savings feature. CAL is the delay in clock
cycles between CS# and CMD/ADDR defined by MR4[A8:A6].

CAL gives the DRAM time to enable the CMD/ADDR receivers before a command is issued. Once the command and
the address are latched, the receivers can be disabled. For consecutive commands, the DRAM will keep the receivers
enabled for the duration of the command sequence.

Figure 15. Definition of CAL

1 2 3 4 5 6 7 8 9 10 " 12 13 14 15

Figure 16. CAL operational timing for consecutive command issues
1 2 3 4 5 6 7 8 9 10 1 12

CK# | i i
CK

CS#

CMDY
ADDR

MRS Timings with mmand/Addr Laten nabl

When Command/Address latency mode is enabled, users must allow more time for MRS commands to take effect.
When CAL mode is enabled, or being enabled by an MRS command, the earliest the next valid command can be
issued is tmop_caL, where tmop_caL= tmop + tcaL.

Figure 17. CAL enable timing - tMOD_CAL

Ta0 Ta1 Ta2 TbO Tb 1 Th2
CK# ¥ i ‘ : ; :
CK
CS# | :
? tMDD CAL i 2
E-.T.:DCS#] :X X X s X X UEE )( :X oes X X DEE X X UEE )(; :)@C
Notes:

1. MRS command at Tal enables CAL mode.
2. tMOD_CAL =tMOD + tCAL
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Figure 18. tMOD_CAL, MRS to valid command timing with CAL enabled
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NOTES:
1. MRS at Tal may or may not modify CAL, tyop ca is computed based on new tCAL setting.
2. bwoo_caL = tmoowcaL
Figure 19. CAL enabling MRS to next MRS command, tMRD_CAL
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NOTES:
1. MRS command at Ta1 enables CAL mode
2. IMRD_CAL=tMOD+{CAL
Figure 20. tMRD_CAL, mode register cycle time with CAL enabled
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MOTES:
1. MRS at Tal may or may not modify CAL, tMRD_CAL is computed based on new tCAL setting.

2. iIMRD_CAL=tMOD+tCAL.
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Figure 21. Self Refresh Entry/Exit Timing with CAL
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Figure 22. Active Power Down Entry and Exit Timing with CAL
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Figure 23. Refresh Command to Power Down Entry with CAL
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Fine Granularity Refresh Mode

DDR4 supports Command Address Latency (CAL) function as a power savings feature. CAL is the delay in clock
cycles between CS# and CMD/ADDR defined by MR4[A8:A6].

CAL gives the DRAM time to enable the CMD/ADDR receivers before a command is issued. Once the command and
the address are latched, the receivers can be disabled. For consecutive commands, the DRAM will keep the receivers
enabled for the duration of the command sequence.

Mode Reqister and Command Truth Table

The Refresh cycle time (trrc) and the average Refresh interval (treri) can be programmed by the MRS command. The
appropriate setting in the mode register will set a single set of Refresh cycle time and average Refresh interval for the
device (fixed mode), or allow the dynamic selection of one of two sets of Refresh cycle time and average Refresh

interval for the device (on-the-fly mode). The on-the-fly (OTF) mode must be enabled by MRS before any on-the-fly
Refresh command can be issued.

Table 16. MR3 definition for Fine Granularity Refresh Mode

A8 A7 A6 Fine Granularity Refresh
0 0 0 Normal Mode (Fixed 1x)

0 0 1 Fixed 2x

0 1 0 Fixed 4x

0 1 1 Reserved

1 0 0 Reserved

1 0 1 Enable on the fly 2x

1 1 0 Enable on the fly 4x

1 1 1 Reserved

There are two types of on-the-fly modes (1x/2x and 1x/4x modes) that are selectable by programming the appropriate
values into the mode register. When either of the two on-the-fly modes is selected (‘A8=1’), the device evaluates BGO
bit when a Refresh command is issued, and depending on the status of BGO, it dynamically switches its internal
Refresh configuration between 1x and 2x (or 1x and 4x) modes, and executes the corresponding Refresh operation.

Table 17. Refresh command truth table
RAS#/ | CAS# | WE#/ A[9:0], | MR3

Function CS# ACT# A16 A15 Ald BG1 BGO BAO-1 | A10/AP A[13:11]| [8:6]
Refresh (Fixed rate) L L L H \% \Y \Y \% \% ovv
Refresh (on-the-fly 1x) L H L L H \% L \Y \% \% 1wV
Refresh (on-the-fly 2x) L H L L H \% H \% \% \% 101
Refresh (on-the-fly 4x) L H L L H \% H \% \% \% 110
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{rerand trrc parameters

The default Refresh rate mode is fixed 1x mode where Refresh commands should be issued with the normal rate, i.e.,
treril = treripase) (for Tcase < 85°C), and the duration of each refresh command is the normal refresh cycle time (trrcl).
In 2x mode (either fixed 2x or on-the-fly 2x mode), Refresh commands should be issued to the device at the double
frequency (treri2 = treripase)/2) Of the normal Refresh rate. In 4x mode, Refresh command rate should be quadrupled

(trerid = trerFipase)/4). Per each mode and command type, trrc parameter has different values as defined in the
following table.

The refresh command that should be issued at the normal refresh rate and has the normal refresh cycle duration may
be referred to as a REF1x command. The refresh command that should be issued at the double frequency (treri2 =
trerFiase)/2) May be referred to as a REF2x command. Finally, the refresh command that should be issued at the
quadruple rate (trerid = treripase)/4) may be referred to as a REF4x command.

In the Fixed 1x Refresh rate mode, only REF1x commands are permitted. In the Fixed 2x Refresh rate mode, only
REF2x commands are permitted. In the Fixed 4x Refresh rate mode, only REF4x commands are permitted. When the
on-the-fly 1x/2x Refresh rate mode is enabled, both REF1x and REF2x commands are permitted. When the on-the-fly
1x/4x Refresh rate mode is enabled, both REF1x and REF4x commands are permitted.

Table 18. Refresh command truth table

Refresh Mode Parameter 4Gb Unit
tREFI(base) 7.8 us

-20°C < Tense < 85°C trerioase) uS

1x mode treeil 85°C < Tcase < 95°C trEFI(base)/2 us
trrc1(min) 260 ns

L 40°C < Topse < 85°C trer(oase)/2 uS

2x mode 85°C < Tcase< 95°C treripase)/4 us
trec2(min) 160 ns

_— -40°C < Tcase< 85°C treFI(base)/4 us

4X mode 85°C < Tcase < 95°C trEFI(base)/8 uS
trrc4(min) 110 ns
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Changing Refresh Rate
If Refresh rate is changed by either MRS or on the fly, new trer and trrc parameters would be applied from the

moment of the rate change. When REF1x command is issued to the DRAM, then trerl and trrcl are applied from the
time that the command was issued. when REF2x command is issued, then trer2 and trrc2 should be satisfied.

Figure 24. On-the-fly Refresh Command Timing
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The following conditions must be satisfied before the Refresh rate can be changed. Otherwise, data retention cannot
be guaranteed.

® Inthe fixed 2x Refresh rate mode or the on-the-fly 1x/2x Refresh mode, an even number of REF2x commands
must be issued because the last change of the Refresh rate mode with an MRS command before the Refresh
rate can be changed by another MRS command.

® In the on-the-fly 1x/2x Refresh rate mode, an even number of REF2x commands must be issuedbetween any
two REF1x commands.

® In the fixed 4x Refresh rate mode or the on-the-fly 1x/4x Refresh mode, a multiple of-four number of REF4x
commands must be issued to the DDR4 SDRAM since the last change of the Refresh rate with an MRS
command before the Refresh rate can be changed by another MRS command.

® In the on-the-fly 1x/4x Refresh rate mode, a multiple-of-four number of REF4x commands must be issued
between any two REF1x commands.

There are no special restrictions for the fixed 1x Refresh rate mode. Switching between fixed and on-the-fly modes
keeping the same rate is not regarded as a Refresh rate change.

Usage with Temperature Controlled Refresh mode
If the Temperature Controlled Refresh mode is enabled, then only the normal mode (Fixed 1x mode; MR3 [8:6] = 000)

is allowed. If any other Refresh mode than the normal mode is selected, then the temperature controlled Refresh
mode must be disabled.

Self Refresh entry and exit

The device can enter Self Refresh mode anytime in 1x, 2x and 4x mode without any restriction on the number of

Refresh commands that has been issued during the mode before the Self Refresh entry. However, upon Self Refresh

exit, extra Refresh command(s) may be required depending on the condition of the Self Refresh entry. The conditions

and requirements for the extra Refresh command(s) are defined as follows:

1. There are no special restrictions on the fixed 1x Refresh rate mode.

2. Inthe fixed 2x Refresh rate mode or the enable-on-the-fly 1x/2x Refresh rate mode, it is recommended that there
should be an even number of REF2x commands before entry into Self Refresh since the last Self Refresh exit or
REF1x command or MRS command that set the refresh mode. If this condition is met, no additional refresh
commands are required upon Self Refresh exit. In the case that this condition is not met, either one extra REF1x
command or two extra REF2x commands are required to be issued to the DDR4 SDRAM upon Self Refresh exit.
These extra Refresh commands are not counted toward the computation of the average refresh interval (treri).

3. Inthe fixed 4x Refresh rate mode or the enable-on-the-fly 1x/4x Refresh rate mode, it is recommended that there
should be a multiple-of-four number of REF4x commands before entry into Self Refresh since thelast Self Refresh
exit or REF1x command or MRS command that set the refresh mode. If this condition is met, no additional refresh
commands are required upon Self Refresh exit. In the case that this condition is not met, either one extra REF1x
command or four extra REF4x commands are required to be issued to the DDR4 SDRAM upon Self Refresh exit.
These extra Refresh commands are not counted toward the computation of the average refresh interval (trer).
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Self Refresh Operation

The Self-Refresh command can be used to retain data in the device, even if the rest of the system is powered down.
When in the Self-Refresh mode, the device retains data without external clocking. The device has a built-in timer to
accommodate Self-Refresh operation. The Self-Refresh-Entry (SRE) Command is defined by having CS#, RAS#/A16,
CAS#/A15, and CKE held low with WE#/A14 and ACT# high at the rising edge of the clock.

Before issuing the Self-Refresh-Entry command, the device must be idle with all bank precharge state with trp
satisfied. Idle state is defined as all banks are closed (trp, toaL, etc. satisfied), no data bursts are in progress, CKE is
high, and all timings from previous operations are satisfied (tmrp, twmop, trrc, tzqint, tzqoper, tzqcs, etc.). Deselect
command must be registered on last positive clock edge before issuing Self Refresh Entry command. Once the Self
Refresh Entry command is registered, Deselect command must also be registered at the next positive clock edge.
Once the Self-Refresh Entry command is registered, CKE must be held low to keep the device in Self-Refresh mode.
DRAM automatically disables ODT termination and set Hi-Z as termination state regardless of ODT pin and Rtt_park
set when it enters in Self-Refresh mode. Upon exiting Self-Refresh, DRAM automatically enables ODT termination
and set Rrt_park asynchronously during txso.. when Rrr_park is enabled. During normal operation (DLL on) the DLL is
automatically disabled upon entering Self- Refresh and is automatically enabled (including a DLL-Reset) upon exiting
Self-Refresh.

When the device has entered Self-Refresh mode, all of the external control signals, except CKE and RESET#, are
“don’t care.” For proper Self-Refresh operation, all power supply and reference pins (Voo, Vbbg, Vss, Vsso, Vep, and
VRrerca) must be at valid levels. DRAM internal Vrerpq generator circuitry may remain on or turned off depending on
the MR6 bit 7 setting. If DRAM internal Vrerpq circuitry is turned off in self refresh, when DRAM exits from self refresh
state, it ensures that Vrerpg generator circuitry is powered up and stable within txs period. First Write operation or first
Write Leveling Activity may not occur earlier than txs after exit from Self Refresh. The DRAM initiates a minimum of
one Refresh command internally within tcke period once it enters Self-Refresh mode.

The clock is internally disabled during Self-Refresh Operation to save power. The minimum time that the DDR4
SDRAM must remain in Self-Refresh mode is tckesr. The user may change the external clock frequency or halt the
external clock tcksre after Self- Refresh entry is registered, however, the clock must be restarted and stable tcksrx
before the device can exit Self-Refresh operation.

The procedure for exiting Self-Refresh requires a sequence of events. First, the clock must be stable prior to CKE
going back high. Once a Self-Refresh Exit command (SRX, combination of CKE going high and Deselect on
command bus) is registered, following timing delay must be satisfied:

Commands that do not require locked DLL:

e txs = ACT, PRE, PREA, REF, SRE, PDE, WR, WRS4, WRS8, WRA, WRAS4, WRASS8

e txsrast = ZQCL, ZQCS, MRS commands. For MRS command, only DRAM CL and WR/RTP register and DLL
Reset in MRO, Rtr_nowm register in MR1, CWL and Rrr_wr register in MR2 and geardown mode in MR3, Write and
Read Preamble register in MR4, Rtt_park register in MR5, tcep /toLk and Vrerpg Training Value in MR6 are
allowed to be accessed provided DRAM is not in per DRAM addressability mode. Access to other DRAM mode
registers must satisfy txs timing. Note that synchronous ODT for write commands (WR, WRS4, WRS8, WRA,
WRAS4 and WRASS8) and dynamic ODT controlled by write command require locked DLL.

Commands that require locked DLL:
e txsoiL - RD, RDS4, RDS8, RDA, RDAS4, RDASS

Depending on the system environment and the amount of time spent in Self-Refresh, ZQ calibration commands may be
required to compensate for the voltage and temperature drift as described in the ZQ Calibration Commands section.
Toissue ZQ calibration commands, applicable timing requirements must be satisfied.

CKE must remain high for the entire Self-Refresh exit period txsoL for proper operation except for Self- Refresh re-
entry. Upon exit from Self-Refresh, the device can be put back into Self-Refresh mode or Power down mode after
waiting at least txs period and issuing one refresh command (refresh period of trrc). Deselect commands must be
registered on each positive clock edge during the Self-Refresh exit interval txs. Low level of ODT pin must be
registered on each positive clock edge during txso.. when normal mode (DLL-on) is set. Under DLL-off mode,
asynchronous ODT function might be allowed.

The use of Self-Refresh mode introduces the possibility that an internally timed refresh event can be missed when
CKE is raised for exit from Self-Refresh mode. Upon exit from Self-Refresh, the device requires a minimum of one
extra refresh command before it is put back into Self-Refresh Mode.
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Self Refresh Abort

The exit timing from self-refresh exit to first valid command not requiring a locked DLL is txs. The value of txs is

(trrc+10ns). This delay is to allow for any refreshes started by the DRAM to complete. trrc continues to grow with
higher density devices so txs will grow as well.

A Bit A9 in MR4 is defined to enable the self refresh abort mode. If the bit is disabled then the controller uses txs
timings. If the bit is enabled then the DRAM aborts any ongoing refresh and does not increment the refresh counter.
The controller can issue a valid command not requiring a locked DLL after a delay of txs abort.

Upon exit from Self-Refresh, the device requires a minimum of one extra refresh command before it is put back into
Self- Refresh Mode. This requirement remains the same irrespective of the setting of the MRS bit for self refresh abort.

Figure 25. Self-Refresh Entry/Exit Timing
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Low Power Auto Self Refresh (LPASR)

DDR4 devices support Low Power Auto Self-Refresh (LPASR) operation at multiple temperatures ranges (See
temperature table below)

Auto Self Refresh (ASR)

DDR4 DRAM provides an Auto Self-Refresh mode (ASR) for application ease. ASR mode is enabled by setting the
above MR2 bits A6=1 and A7=1. The device will manage Self Refresh entry through the supported temperature range
of the DRAM. In this mode, the device will change self-refresh rate as the DRAM operating temperature changes,
lower at low temperatures and higher at high temperatures.

Manual Modes

If ASR mode is not enabled, the LPASR Mode Register must be manually programmed to one of the three self-refresh
operating modes. In this mode, the user has the flexibility to select a fixed self-refresh operating mode at the entry of
the selfrefresh according to their system memory temperature conditions. The user is responsible to maintain the
required memory temperature condition for the mode selected during the self-refresh operation. The user may change
the selected mode after exiting from self refresh and before the next self- refresh entry. If the temperature condition is
exceeded for the mode selected, there is risk to data retention resulting in loss of data.

Table 19. Self Refresh Function table

MR2 MR2 Allowed Operating Temperature
[AT] [A6] LPASR Mode Self Refresh Operation Range for Self Refresh Mode
(all reference to DRAM Tcase)

Fixed normal self-Refresh rate to maintain
data retention for the normal operating

0 0 Normal temperature. User is required to ensure 0°C ~ 85°C (ET)
85°C DRAM Tcasemax IS NOt exceeded to -40°C ~ 85°C (IT)
avoid any risk of data loss

\Variable or fixed self-Refresh rate or any
other DRAM power consumption reduction
control for the reduced temperature range.

0 ! Reduced Temperature range User is required to ensure 45°C DRAM 0 Co T4 Co ED
. ) ) -40°C ~ 45°C (IT)
ITcase(max) IS Not exceeded to avoid any risk
of data loss
Fixed high self-Refresh rate to optimize data
1 0 Extended Temperature range [retention to support the extended temperature 0°C ~ 95°C (ET)
range -40°C ~ 95°C (IT)

IASR Mode Enabled. Self-Refresh power
1 1 Auto Self Refresh consumption and data retention are optimized All of the above
for any given operating temperature conditions
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If Refresh Exit wit : |

Self Refresh Exit with No Operation command (NOP) allows for a common command/address bus between active
DRAM and DRAM in Max Power Saving Mode. Self Refresh Mode may exit with No Operation commands (NOP)
provided:

e The DRAM entered Self Refresh Mode with CA Parity and CAL disabled.

e twpx_s and tupx LH are satisfied.

e NOP commands are only issued during tmpx_LH window.

No other command is allowed during tvex_+ window after SRX command is issued.

Figure 26. Self Refresh Exit with No Operation command
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Power down Mode

Power-down is synchronously entered when CKE is registered low (along with Deselect command). CKE is not
allowed to go low while mode register set command, MPR operations, ZQCAL operations, DLL locking or Read / Write
operation are in progress. CKE is allowed to go low while any of other operations such as row activation, precharge or
auto-precharge and refresh are in progress, but power-down IDD spec will not be applied until finishing those
operations. Timing diagrams below illustrate entry and exit of power-down.

The DLL should be in a locked state when power-down is entered for fastest power-down exit timing. If the DLL is not
locked during power-down entry, the DLL must be reset after exiting power-down mode for proper read operation and
synchronous ODT operation. DRAM design provides all AC and DC timing and voltage specification as well as proper
DLL operation with any CKE intensive operations as long as DRAM controller complies with DRAM specifications.
During Power-Down, if all banks are closed after any in-progress commands are completed, the device will be in
precharge Power-Down mode; if any bank is open after in-progress commands are completed, the device will be in
active Power-Down mode.

Entering power-down deactivates the input and output buffers, excluding CK, CK#, CKE and RESET#. In power-down
mode, DRAM ODT input buffer deactivation is based on MR5 bit A5. If it is conured to Ob, ODT input buffer remains
on and ODT input signal must be at valid logic level. If it is configured to 1b, ODT input buffer is deactivated and DRAM
ODT input signal may be floating and DRAM does not provide Rrtr_nom termination. Note that DRAM continues to
provide Rtt_park termination if it is enabled in DRAM mode register MR5 A[8:6]. To protect DRAM internal delay on
CKE line to block the input signals, multiple Deselect commands are needed during the CKE switch off and cycle(s)
after, this timing period are defined as tcroep. CKE low will result in deactivation of command and address receivers
after tcpoep has expired.

Table 20. Power-Down Entry Definitions

Status of DRAM DLL PD Exit Relevant Parameters
Active (A bank or more Open) Oon Fast txe to any valid command
Precharged (All banks precharged) On Fast txe to any valid command

Also, the DLL is kept enabled during precharge power-down or active power-down. In power-down mode, CKE low,
RESET# high, and a stable clock signal must be maintained at the inputs of the device, and ODT should be in a valid
state, but all other input signals are “Don’t Care.” (If RESET# goes low during Power- Down, the device will be out of
power-down mode and into reset state.) CKE low must be maintained until tcke has been satisfied. Power-down
duration is limited by 9 times trer..

The power-down state is synchronously exited when CKE is registered high (along with a Deselect command). CKE
high must be maintained until tcke has been satisfied. The ODT input signal must be at valid level when device exits
from power-down mode independent of MR5 bit A5 if Rtt_nowm is enabled in DRAM mode register. If Rrr_nowm is
disabled then ODT input signal may remain floating. A valid, executable command can be applied with power-down
exit latency, txp after CKE goes high. Power-down exit latency is defined in the AC specifications table.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 27. Active Power-Down Entry and Exit Timing Diagram MR5 bit A5 =0
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Enter 5 ! Etit - '
Power-Down Mode Power-Down Mode  iME BREAK [Ji] DON'T CARE
MOTE 1. VALID command at TO is ACT, DES or Precharge with still one bank remaining open

after completion of the precharge command.
MOTE 2. ODT pin driven to a valid state, MRS bit A5=0 (default setting) is shown,

Figure 28. Active Power-Down Entry and Exit Timing Diagram MR5 bit A5=1
TO ™ Ta0 TbO Tb1 Tc0 Ted TdO

oo n_be Fon
(loroeD | : %
Enter Exit
Power-Down Mode Power-Down Mode ' TIME BREAK - DON'T CARE

NOTE 1. VALID command at TO is ACT, DES or Precharge with still one bank remaining open after
completion of the precharge command.
NOTE 2. ODT pin driven to a valid state. MRS bit A5=1 is shown.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 29. Power-Down Entry after Read and Read with Auto Precharge
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Figure 30. Power-Down Entry After Write with Auto Precharge
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 31. Power-Down Entry After Write
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Figure 32. Precharge Power-Down Entry and Exit
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Figure 33. Refresh Command Power-Down Entry
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4Gb (x8) DDR4 Synchronous DRAM

Figure 34. Activate Command Power-Down Entry
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Figure 35. Precharge/Precharge all Command Power-Down Entry
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 36. MRS Command Power-Down Entry
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When CKE is registered low for power-down entry, teo iy must be satisfied before CKE can be registered high for
power-down exit. The minimum value of parameter teo (uiny is equal to the minimum value of parameter tcke (vivy @s shown
in the timing parameters table. A detailed example of Case 1 is shown below.

Figure 37. Power-Down Entry/Exit Clarification
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Enter Exit Enter
Power-Down Power-Down Power-Down
Mode Mode Mode

) TiME BREAK [l DON'T CARE
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Power Down entry and exit timing during Command/Address Parity mode is enable shown below.

Figure 38. Power-Down Entry and Exit Timing with C/A Parity

Tal
CH# e

CK

CMD

ADDR

CHE

ten

mime BREAK [JJ] DON'T CARE

NOTE 1 VALID command at T0 is ACT, DES or Precharge with still one bank remaining open afler completion of the precharge command,
MOTE 2 ODT pan driven o a vahd state, MRS[AS = 0] (default setling) is shown
NOTE 3 CA Parity = Enable

Table 21. AC Timing Table

Symbol Parameter Min. Max. Unit

Exit Power Down with DLL on to any valid command; Exit
txp_pAR Precharge Power Down with DLL frozen to commands not max (4nCK,6ns) + PL
requiring a locked DLL when CA Parity is enabled
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Maximum Power Saving Mode

This mode provides lowest power consuming mode which could be similar to the Self-Refresh status with no internal
refresh activity. When DDR4 SDRAM is in the maximum power saving mode, it does not need to guarantee data
retention nor respond to any external command (except maximum power saving mode exit and asserting RESET#
signal LOW) to minimize the power consumption.

: P |

Max power saving mode is entered through an MRS command. For devices with shared control/address signals, a
single DRAM device can be entered into the max power saving mode using the per DRAM Addressability MRS
command. Note that large CS# hold time to CKE upon the mode exit may cause DRAM malfunction, thus it is required
that the CA parity, CAL are disabled prior to the max power saving mode entry MRS command.

When entering Maximum Power Saving mode, only DES commands are allowed until twpep is satisfied. After tupep
period from the mode entry command, DRAM is not responsive to any input signals except CS#, CKE and RESET#
signals, and all other input signals can be High-Z. CLK should be valid for tckmee period and then can be High-Z.

Figure 39. Maximum Power Saving mode Entry
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The sequence and timing required for the maximum power-saving mode with the per-DRAM addressability enabled is
illustrated in the figure below.

Figure 40. Maximum Power Saving mode Entry with PDA
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

ition during tt

CKE toggle is allowed when DRAM is in the maximum power saving mode. To prevent the device from exiting the
mode, CS# should be issued ‘High’ at CKE ‘L’ to 'H’ edge with appropriate setup tMPX_S and hold tMPX_HH timings.

Figure 41. CKE Transition Limitation to hold Maximum Power Saving Mode
Tal Tat Ta2 Thl T Th2 Thd Tol Tt T2 Tdly Td1 Td2 Ty Tod Td% Tab Tdr
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DRAM monitors CS# signal level and when it detects CKE ‘L’ to 'H’ transition, and either exits from the power saving
mode or stays in the mode depending on the CS# signal level at the CKE transition. Because CK receivers are shut
down during this mode, CS# = 'L’ is captured by rising edge of the CKE signal. If CS# signal level is detected ‘L’, then
the DRAM initiates internal exit procedure from the power saving mode. CK must be restarted and stable tCKMPX
period before the device can exit the maximum power saving mode. During the exit time tXMP, any valid commands
except DES command is not allowed to DDR4 SDRAM and also tXMP_DLL, any valid commands requiring a locked
DLL is not allowed to DDR4 SDRAM.

When recovering from this mode, the DRAM clears the MRS bits of this mode. It means that the setting of MR4 [A1] is
move to '0’ automatically.

Figure 42. Maximum Power Saving Mode Exit Sequence
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 22. Timing parameter bin of Maximum Power Saving Mode

DDR4-2400 DDR4-2666
| P i
Symbo arameter Min. Max. Min. Max. Unit
tMPED Command path disable delay upon MPSM entry tMOD(min) + - TBD TBD
{CPDED(min)
t Valid clock requirement after MPSM entry tMOD(min) + - TBD TBD
CKMPE {CPDED(min)
tckmPx | Valid clock requirement before MPSM exi tCKSRX(min) - TBD TBD
tXMP Exit MPSM to commands not requiring a locked DLL tXS(min) - TBD TBD
Exit MPSM to commands requiring a locked DLL tXMP(min) + - TBD TBD
tXMPDLL )
IXSDLL(min)
tvpx_s |CS# setup time to CKE tIS(min) + tiH(min) - TBD TBD
tMPx_HH |CS# High hold time to CKE rising edge tXP(min) - TBD TBD
tMPX_LH1) |CS# Low hold time to CKE rising edge 12 txmP - 10ns TBD TBD ns

Note 1. tMPX_LH(max) is defined with respect to actual tXMP in system as opposed to tXMP(min).
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Control Gear-down Mode

The following description represents the sequence for the gear-down mode which is specified with MR3 A[3]. This
mode is allowed just during initialization and self refresh exit. The DRAM defaults in 1/2 rate (1N) clock mode and
utilizes a low frequency MRS command followed by a sync pulse to align the proper clock edge for operating the
control lines CS#, CKE and ODT in 1/4rate(2N) mode. For operation in 1/2 rate mode MRS command for geardown or
sync pulse are not required. DRAM defaults in 1/2 rate mode.

General sequence for operation in geardown during initialization

- DRAM defaults to a 1/2 rate (1N mode) internal clock at power up/reset

- Assertion of Reset

- Assertion of CKE enables the DRAM

- MRS is accessed with a low frequency N x tCK geardown MRS command. (NtCK static MRS command qualified by
1N CS#)

- DRAM controller sends 1N sync pulse with a low frequency N x tCK NOP command. tSYNC_GEAR is an even
number of clocks. The sync pulse on even clock boundary from MRS command.

- Initialization sequence, including the expiration of tDLLK and tZQinit, starts in 2N mode after tCMD_GEAR from 1N
Sync Pulse.

General sequence for operation in gear-down after self refresh exit

- DRAM reset to 1N mode during self refresh

- MRS is accessed with a low frequency N x tCK gear-down MRS command. (NtCK static MRS command qualified by
1N CS# which meets tXS or tXS_Abort Only Refresh command is allowed to be issued to DRAM before NtCK static
MRS command.

- DRAM controller sends 1N sync pulse with a low frequency N x tCK NOP command. tSYNC_GEAR is an even
number of clocks Sync pulse is on even clock boundary from MRS command.

- Valid command not requiring locked DLL is available in 2N mode after tCMD_GEAR from 1N Sync Pulse.

- Valid command requiring locked DLL is available in 2N mode after tDLLK from 1N Sync Pulse.

If operation is 1/2 rate(1N) mode after self refresh, no N x tCK MRS command or sync pulse is required during self
refresh exit. The min exit delay is tXS or tXS_Abort to the first valid command.

The DRAM may be changed from 1/4 rate ( 2N ) to 1/2 rate ( 1N ) by entering Self Refresh Mode, which will reset to
1N automatically. Changing from 1/4 ( 2N ) to 1/2 rate (1 N ) by any other means, including setting MR3[A3] from 1 to
0, can result in loss of data and operation of the DRAM uncertain.

For the operation of geardown mode in 1/4 rate, the following MR settings should be applied.
CAS Latency (MRO A[6:4,2]) : Even number of clocks

Write Recovery and Read to Precharge (MRO A[11:9]) : Even number of clocks

Additive Latency (MR1 A[4:3]) : 0, CL -2

CAS Write Latency (MR2 A[5:3]) : Even number of clocks

CS to Command/Address Latency Mode (MR4 A[8:6]): Even number of clocks

CA Parity Latency Mode (MR5 A[2:0]) : Even number of clocks

CAL or CA parity mode must be disabled prior to Gear down MRS command. They can be enabled again after
tSYNC_GEAR and tCMD_GEAR periods are satisfied.

The diagram below illustrates the sequence for control operation in 2N mode during intialization.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 43. Gear down (2N) mode entry sequence during initialization
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Figure 44. Gear down (2N) mode entry sequence after self refresh exit (SRX)
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Figure 45. Comparison Timing Diagram Between Geardown Disable and Enable
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Refresh Command

The Refresh command (REF) is used during normal operation of the device. This command is non persistent, so it
must be issued each time a refresh is required. The device requires Refresh cycles at an average periodic interval of
trer. When CS#, RAS#/A16 and CAS#/A15 are held Low and WE#/A14 and ACT# are held High at the rising edge of
the clock, the device enters a Refresh cycle. All banks of the SDRAM must be precharged and idle for a minimum of
the precharge time trpmin) before the Refresh Command can be applied. The refresh addressing is generated by the
internal refresh controller. This makes the address bits “Don’t Care” during a Refresh command. An internal address
counter supplies the addresses during the refresh cycle. No control of the external address bus is required once this
cycle has started. When the refresh cycle has completed, all banks of the SDRAM will be in the precharged (idle) state.
A delay between the Refresh Command and the next valid command, except DES, must be greater than or equal to
the minimum Refresh cycle time trrcmin). The trrc timing parameter depends on memory density.

In general, a Refresh command needs to be issued to the device regularly every trer interval. To allow for improved
efficiency in scheduling and switching between tasks, some flexibility in the absolute refresh interval is provided for
postponing and pulling-in refresh command. A maximum of 8 Refresh commands can be postponed when the device is in
1X refresh mode; a maximum of 16 Refresh commands can be postponed when the device is in 2X refresh mode; and
a maximum of 32 Refresh commands can be postponed when the device is in 4X refresh mode.

When 8 consecutive Refresh commands are postponed, the resulting maximum interval between the surrounding Refresh
commands is limited to 9 X trer. For both the 2X and 4X refresh modes, the maximum interval between surrounding

Refresh commands allowed is limited to 17 X trer12 and 33 X treri4, respectively.

A limited number Refresh commands can be pulled-in as well. A maximum of 8 additional Refresh commands can be
issued in advance or “pulled-in” in 1X refresh mode, a maximum of 16 additional Refresh commands can be issued
when in advance in 2X refresh mode, and a maximum of 32 additional Refresh commands can be issued in advance
when in 4X refresh mode. Each of these Refresh commands reduces the number of regular Refresh commands
required later by one. Note that pulling in more than the maximum allowed Refresh commands in advance does not
further reduce the number of regular Refresh commands required later, so that the resulting maximum interval
between two surrounding Refresh commands is limited to 9 x treri, 17 X trrei2, or 33 x trerd. At any given time, a
maximum of 16 additional REF commands can be issued within 2 x trer, 32 additional REF2 commands can be
issued within 4 x treri2, and 64 additional REF4 commands can be issued within 8 x treri4 (larger densities are limited
by trrcl, trrc2, and trrc4, respectively, which must still be met).

Figure 46. Refresh Command Timing (Example of 1x Refresh mode)
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Data Mask (DM), Data Bus Inversion (DBI) and TDQS
DDR4 SDRAM supports Data Mask (DM) function and Data Bus Inversion (DBI) function in x8 configuration. x8 DDR4
SDRAM supports TDQS function.

DM, DBI & TDQS functions are supported with dedicated one pin labeled as DM#/DBI#/TDQS. The pin is bi-
directional pin for DRAM. The DM#/DBI# pin is Active Low as DDR4 supports VDDQ reference termination. TDQS
function does not drive actual level on the pin.

DM, DBI & TDQS functions are programmable through DRAM Mode Register (MR). The MR bit location is bit A11 in
MR1 and bit A12:A10 in MR5.

Write operation: Either DM or DBI function can be enabled but both functions cannot be enabled simultanteously.
When both DM and DBI functions are disabled, DRAM turns off its input receiver and does not expect any valid logic
level.

Read operation: Only DBI function applies. When DBI function is disabled, DRAM turns off its output driver and does
not drive any valid logic level.

TDQS function: When TDQS function is enabled, DM & DBI functions are not supported. When TDQS function is

disabled, DM and DBI functions are supported as described below. When enabled, the same termination resistance
function is applied to the TDQS/TDQS# pins that is applied to DQS/DQS# pins.

Table 23. TDQS Function Matrix

TDQS (MR1 bit A11) DM (MRS bit A10) Write DBI (MR5 bit A11) Read DBI (MRS5 bit A12)
Enabled Disabled Enabled or Disabled
0 (TDQS Disabled) Disabled Enabled Enabled or Disabled
Disabled Disabled Enabled or Disabled
1 (TDQS Enabled) Disabled Disabled Disabled

DM function during Write operation: DRAM masks the write data received on the DQ inputs if DM# was sampled Low
on a given byte lane. If DM# was sampled High on a given byte lane, DRAM does not mask the write data and writes
into the DRAM core.

DBI function during Write operation: DRAM inverts write data received on the DQ inputs if DBI# was sampled Low on
a given byte lane. If DBI# was sampled High on a given byte lane, DRAM leaves the data received on the DQ inputs
non-inverted.

DBI function during Read operation: DRAM inverts read data on its DQ outputs and drives DBI# pin Low when the
number of ‘0’ data bits within a given byte lane is greater than 4; otherwise DRAM does not invert the read data and
drives DBI# pin High.

Table 24. DQ Frame Format

Wri Data transfer
rite 0 1 2 3 Z 5 6 7
DQ[7:0] Byte 0 Byte 1 Byte 2 Byte 3 Byte 4 Byte 5 Byte 6 Byte 7
DM# or DBI# DMO or DML1 or DM2 or DM3 or DM4 or DM5 or DM6 or DM7 or
or DBIO DBI1 DBI2 DBI3 DBl4 DBI5 DBI6 DBI7
Read Data transfer
ea 0 1 2 3 Z 5 6 7
DQ[7:0] Byte 0 Byte 1 Byte 2 Byte 3 Byte 4 Byte 5 Byte 6 Byte 7
DBI# DBIO DBI1 DBI2 DBI3 DBl4 DBI5 DBI6 DBI7
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ZQ Calibration Commands

ZQ Calibration command is used to calibrate DRAM Ron & ODT values. The device needs longer time to calibrate
output driver and on-die termination circuits at initialization and relatively smaller time to perform periodic calibrations.
ZQCL command is used to perform the initial calibration during power-up initialization sequence. This command may
be issued at any time by the controller depending on the system environment. ZQCL command triggers the calibration
engine inside the DRAM and, once calibration is achieved, the calibrated values are transferred from the calibration
engine to DRAM 10, which gets reflected as updated output driver and on-die termination values.

The first ZQCL command issued after reset is allowed a timing period of tzqinit to perform the full calibration and the
transfer of values. All other ZQCL commands except the first ZQCL command issued after reset are allowed a timing
period of tzqoper.

ZQCS command is used to perform periodic calibrations to account for voltage and temperature variations. A shorter
timing window is provided to perform the calibration and transfer of values as defined by timing parameter tzocs. One
ZQCS command can effectively correct a minimum of 0.5 % (ZQ Correction) of Ron and Rt impedance error within
128 nCK for all speed bins assuming the maximum sensitivities specified in the Output Driver Voltage and ODT
Voltage and Temperature Sensitivity tables. The appropriate interval between ZQCS commands can be determined
from these tables and other application specific parameters. One method for calculating the interval between ZQCS
commands, given the temperature (Tarirate) and voltage (Varirate) drift rates that the device is subject to in the
application, is illustrated. The interval could be defined by the following formula:

ZQCorrection
(Tsens x Tdriftrate) + (Vsens x Vdriftrate)

Where Tsens = max (dRtrdT, dRondTM) and Vsens = max (dRtrdV, dRondVM) define temperature and voltage
sensitivities.

For example, if Tsens = 1.5%/°C, Vsens = 0.15%/MV, Taritrate = 1°C/sec and Varitrate = 15mV/sec, then the interval
between ZQCS commands is calculated as:

1.5
(1.5 x 1) + (0.15 x 15)

= 0.133 = 128ms

No other activities should be performed on the DRAM channel by the controller for the duration of tzqinit, tzqoper, OF tzgcs.
The quiet time on the DRAM channel allows accurate calibration of output driver and on-die termination values. Once
DRAM calibration is achieved, the device should disable ZQ current consumption path to reduce power.

All banks must be precharged and tre met before ZQCL or ZQCS commands are issued by the controller. See
“Command Truth Table” on Section 4.1 for a description of the ZQCL and ZQCS commands.

ZQ calibration commands can also be issued in parallel to DLL lock time when coming out of self refresh. Upon Self-
Refresh exit, the device will not perform an IO calibration without an explicit ZQ calibration command. The earliest
possible time for ZQ Calibration command (short or long) after self refresh exit is txs, txs_abort/ txs_rast depending on
operation mode.

In systems that share the ZQ resistor between devices, the controller must not allow any overlap of tzqoper, tzqinit, OF
tzocs between the devices.

NDQ48PFQv1.1-4Gb(x8)20230605 59
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Figure 47. ZQ Calibration Timing
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MOTE 2. During 24 Calibration, ODT signal must be held LOW and DRAM continues to provide RTT_PARK.
NOTE 3. All devices connected to the DO bus should be high impedance or RTT_PARK during the calibration procedure,
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DQ VREF Training

The DRAM internal DQ VREF specification parameters are operating voltage range, stepsize, VREF step time, VREF
full step time and VREF valid level.

The voltage operating range specifies the minimum required VREF setting range for DDR4 DRAM devices. The
minimum range is defined by VREFmax and VREFmin as depicted in the following figure.

Figure 48. VREFDQ Operating Range (VREFmin, VREFmax)
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The VREF stepsize is defined as the stepsize between adjacent steps. VREF stepsize ranges from 0.5% VDDQ to
0.8% VDDQ. However, for a given design, DRAM has one value for VREF step size that falls within the range.

The VREF set tolerance is the variation in the VREF voltage from the ideal setting. This accounts for accumulated

error over multiple steps. There are two ranges for VREF set tolerance uncertainty. The range of VREF set tolerance
uncertainty is a function of number of steps n.

The VREF set tolerance is measured with respect to the ideal line which is based on the two endpoints. Where the
endpoints are at the min and max VREF values for a specified range. An illustration depicting an example of the
stepsize and VREF set tolerance is below.
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Figure 49. Example of VREF set tolerance (max case only shown) and stepsize
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The VREF increment/decrement step times are defined by VREF_time. The VREF_time is defined from tO to t1, where
tl is referenced to when the VREF voltage is at the final DC level within the VREF valid tolerance (VREF_val_tol).

The VREF valid level is defined by VREF_val tolerance to qualify the step time t1. This parameter is used to insure an
adequate RC time constant behavior of the voltage level change after any Vref increment/decrement adjustment. This
parameter is only applicable for DRAM component level validation/characterization.

VREF_time is the time including up to VREFmin to VREFmax or VREFmax to VREFmin change in VREF voltage.

10 - is referenced to MRS command clock
tl - is referenced to the VREF _val_tol

Figure 50. VREF_time timing diagram
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VREFDQ Calibration Mode is entered via MRS command setting MR6 A[7] to 1 (0 disables VREFDQ Calibration
Mode), and setting MR6 A[6] to either O or 1 to select the desired range, and MR6 A[5:0] with a “don’t care” setting
(there is no default initial setting; whether VREFDQ training value (MR6 A[5:0]) at training mode entry with MR6 A[7] =
1 is captured by the DRAM or not is vendor specific). The next subsequent MR command is used to set the desired
VREFDQ values at MR6 A[5:0]. Once VREFDQ Calibration Mode has been entered, VREFDQ Calibration Mode legal
commands may be issued once tVREFDQE has been satisfied. VREFDQ Calibration Mode legal commands are ACT,
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WR, WRA, RD, RDA, PRE, DES, MRS to set VREFDQ values, and MRS to exit VREFDQ Calibration Mode. Once
VREFDQ Calibration Mode has been entered, “dummy” write commands may be issued prior to adjusting VREFDQ
value the first time VREFDQ calibration is performed after initialization. The “dummy” write commands may have
bubbles between write commands provided other DRAM timings are satisfied. A possible example command
sequence would be: WR1, DES, DES, DES, WR2, DES, DES, DES, WR3, DES, DES, DES, WR4, DES, DES.......
DES, DES, WR50, DES, DES, DES. Setting VREFDQ values requires MR6 [7] set to 1, MR6 [6] unchanged from
initial range selection, and MR6 A[5:0] set to desired VREFDQ value; if MR6 [7] is set to 0, MR6 [6:0] are not written.
VREF_time must be satisfied after each MR6 command to set VREFDQ value before the internal VREFDQ value is
valid.

If PDA mode is used in conjunction with VREFDQ calibration, the PDA mode requirement that only MRS commands
are allowed while PDA mode is enabled is not waived. That is, the only VREFDQ Calibration Mode legal commands
noted above that may be used are the MRS commands, i.e. MRS to set VREFDQ values, and MRS to exit VREFDQ
Calibration Mode.

The last A [6:0] setting written to MR6 prior to exiting VREFDQ Calibration Mode is the range and value used

for the internal VREFDQ setting. VREFDQ Calibration Mode may be exited when the DRAM is in idle state. After

the MRS command to exit VREFDQ Calibration Mode has been issued, DES must be issued till tVREFDQX has been
satisfied where any legal command may then be issued.

training mode entry and exit timing diagram

CK# S 2 ) Y
C K < (. S ;'-
i i i i i |
CMD - {mrs") : L’cugl\ : { > ;
i Vieroe Tr:?:nng On ' VREFDO "m.mng mode Vagroa Tr.:mmg Off !
: i tvrerFDoe N i H - "‘ NREFDAK

NOTE 1. The MR command used to enter Vrerpa Calibration Mode treats MR6 A [5.0] as don't care while the next subsequent MR
command sets Vrerpe values in MR6 A[5:0)
NOTE 2. Depending on the step size of the latest programmed Vrer value, Vrer_sme must be satisfied before disabling Vreroa training mode

Table 25. AC parameters of VREFDQ training
Symbol Parameter Min. Max. Unit
tVREFDQE Enter Vrerpg training mode to the first valid command delay 150 - ns
tVREFDQX Exit Vrerpg training mode to the first valid command delay 150 - ns

Example scripts for VREFDQ Calibration Mode
When MR6 [7] = 0 then MR6 [6:0] = XXXXXXX

Entering VREFDQ Calibration if entering range 1:

e MR6 [7:6] = 10 & [5:0] = XXXXXX

¢ All subsequent VREFDQ Calibration MR setting commands are MR6 [7:6] = 10 & MR6 [5:0] = VVVVVV - {VVVVVV
are desired settings for VREFDQ}

e Issue ACT/WR/RD looking for pass/fail to determine VCENT(midpoint) as needed

¢ Just prior to exiting VREFDQ Calibration mode:

e Last two VREFDQ Calibration MR commands are

¢ MR6 [7:6] = 10, MR6 [5:0] = VVVVVV'  where VVVVVV' = desired value for VREFDQ

e MR6 [7] = 0, MR6 [6:0] = XXXXXXX to exit VREFDQ Calibration mode

Entering VREFDQ Calibration if entering range 2:

e MR6 [7:6] = 11 & [5:0] = XXXXXX

¢ All subsequent VREFDQ Calibration MR setting commands are MR6 [7:6]=11 & MR6 [5:0]=VVVVVV
- {VVVVVV are desired settings for VREFDQ}

NDQ48PFQv1.1-4Gb(x8)20230605 63 INSIGNIS



4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

¢ Issue ACT/WR/RD looking for pass/fail to determine VCENT(midpoint) as needed

¢ Just prior to exiting VREFDQ Calibration mode:

e Last two VREFDQ Calibration MR commands are

¢ MR6 [7:6] = 11, MR6 [5:0] = VVVVVV’ where VVVVVV’ = desired value for VREFDQ
e MR6 [7] = 0, MR6 [6:0] = XXXXXXX to exit VREFDQ Calibration mode

Figure 52. VREF step single stepsize increment case
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Figure 53. VREF step single stepsize decrement case
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Figure 54. VREF full step from VREFmin to VREFmax case
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Figure 55. VREF full step from VREFmax to VREFmin case
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Table 26. DQ Internal VREF Specifications

Symbol Parameter Min. Typ. Max. Unit | Note
VREF_max_R1 |Vrer Max operating point rangel 92% - - Vono | 1,10
VREF_min_R1 |Vrer Min operating point rangel - - 60% Vopo | 1,10
VREF_max_R2 |Vrer max operating point range2 7% - - Voog | 1,10
VREF_min_R2 |Vrer Min operating point range2 - - 45% Vooq | 1,10

VREF step Vrer Stepsize 0.50% 0.65% 0.80% Vobg 2
-1.625% 0.00% 1.625% Voo | 3,4,6
VREF_set tol | Ver Set Tolerance -0.15% 0.00% 015% | Vooo | 35.7
VREF_time Vrer Step Time - - 150 ns | 811
VREF val_tol  |Vrer Valid tolerance -0.15% 0.00% 0.15% Vopg 9

Note 1.

Vrer DC voltage referenced to Vppg pc. Voog pcis 1.2V. Note 2.

Vrer Stepsize increment/decrement range. Vger at DC level.

Note 3.
Note 4.

Note 5.

Note 6.

Note 7.

Note 8.
Note 9.

VRer_new = Vrer od + N X Vrer siep; N = Number of step; if increment use “+”; If decrement use
The minimum value of Vger setting tolerance = Vgrer new- 1.625% X Vppg. The maximum value of Vgee setting tolerance = Vrer new

+ 1.625% X Vppg for n>4.

The minimum value of Vger setting tolerance = Vgrer new- 0.15% X Vppo. The maximum value of Vger setting tolerance = Vger new

+ 0.15% X Vppg for n>4.

Measured by recording the min and max values of the Vger Output over the range, drawing a straight line between those points and
comparing all other Vger output settings to that line.

Measured by recording the min and max values of the Vger Output across 4 consecutive steps (n = 4), drawing a straight line
between those points and comparing all other Vger Output settings to that line.

Time from MRS command to increment or decrement one step size up to full range of Vgee.

Only applicable for DRAM component level test/characterization purpose. Not applicable for normal mode of operation. Vger valid is
to qualify the step times which will be characterized at the component level.

Note 10. DRAM rangel or 2 set by MRS bit MR6, A6.
If the Veee monitor is enabled, Vrer ime Must be derated by: +10ns if DQ load is OpF and an additional +15ns/pF of DQ loading
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Per DRAM Addressability

DDR4 allows programmability of a given device on a rank. As an example, this feature can be used to program
different ODT or Vrer values on DRAM devices on a given rank.

1. Before entering ‘per DRAM addressability (PDA)’ mode, the write leveling is required.
e BL8 or BC4 may be used.

2. Before entering ‘per DRAM addressability (PDA)’ mode, the following Mode Register setting is possible.

e Rt1_raArRk MR5 A[8:6] = Enable

e Rtr_nom MR1 A[10:8] = Enable

Enable ‘per DRAM addressability (PDA)’ mode using MR3 A[4] = 1.

4. In the ‘per DRAM addressability’ mode, all MRS command is qualified with DQO. The device captures DQO by
using DQS signals. If the value on DQO is low, the DRAM executes the MRS command. If the value on DQO is high,
the DRAM ignores the MRS command. The controller can choose to drive all the DQ bits.

5. Program the desired devices and mode registers using MRS command and DQO.

6. In the ‘per DRAM addressability’ mode, only MRS commands are allowed.

7. The mode register set command cycle time at PDA mode, AL + CWL + BL/2 - 0.5tck + tvro_ppa + (PL) is required to
complete the write operation to the mode register and is the minimum time required between two MRS commands.

8. Remove the device from ‘per DRAM addressability’ mode by setting MR3 A[4] = 0. (This command will require DQO
= 0)

w

Note: Removing a device from per DRAM addressability mode will require programming the entire MR3 when the
MRS command is issued. This may impact some PDA values programmed within a rank as the exit command is sent
to the rank. In order to avoid such a case the PDA Enable/Disable Control bit is located in a mode register that does
not have any ‘per DRAM addressability’ mode controls.

In per DRAM addressability mode, device captures DQO using DQS signals the same as in a normal write operation;
However, Dynamic ODT is not supported. Extra care required for the ODT setting. If Rtt_nom MR1 A[10:8] = Enable,
device data termination need to be controlled by ODT pin and apply the same timing parameters (defined below).
Vrerpq Value must be set to either its midpoint or Vceent_bq (Midpoint) in order to capture DQO low level for entering PDA
mode.

Table 27. Applied ODT Timing Parameter to PDA Mode

Symbol Parameter
DODTLon Direct ODT turn on latency
DODTLoff Direct ODT turn off latency
tanc R+t change timing skew
taonas Asynchronous Rrr_nomturn-on delay
taoras Asynchronous Rrr nowm turn-off delay

Figure 56. MRS w/ per DRAM a
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Figure 57. MRS w/ per DRAM addressability (PDA) Exit
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MOTE: CA parity is used.,

Since PDA mode may be used to program optimal VREF for the DRAM, the DRAM may incorrectly read DQ level at
the first DQS edge and the last falling DQS edge. It is recommended that DRAM samples DQO on either the first
falling or second rising DQS edges.

This will enable a common implementation between BC4 and BL8 modes on the DRAM. Controller is required to drive
DQO to a ‘Stable Low or High’ during the length of the data transfer for BC4 and BL8 cases.
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Command Address Parity (CA Parity)

[A2:A0] of MR5 are defined to enable or disable C/A Parity in the DRAM. The default state of the C/A Parity bits is
disabled. If C/A parity is enabled by programming a non-zero value to C/A Parity Latency in the mode register (the
Parity Error bit must be set to zero when enabling C/A any Parity mode), then the DRAM has to ensure that there is
no parity error before executing the command. The additional delay for executing the commands versus a parity
disabled mode is programmed in the mode register (MR5, A2:A0) when C/A Parity is enabled (PL: Parity Latency) and
is applied to commands that are latched via the rising edge of CK when CS# is low. The command is held for the time
of the Parity Latency before it is executed inside the device. This means that issuing timing of internal command is
determined with PL. When C/A Parity is enabled, only DES is allowed between valid commands to prevent DRAM
from any malfunctioning. CA Parity Mode is supported when DLL-on Mode is enabled, use of CA Parity Mode when
DLL-off Mode is enabled is not allowed.

C/A Parity signal (PAR) coversACT#, RAS#/A16, CAS#/A15, WE#/A14 and the address bus including bank address
and bank group bits. The control signals CKE, ODT and CS# are not included. (e.qg., for a 4 Gbit x8 monolithic device,
parity is computed across BGO, BA1, BAO, A16/RAS#, A15/CAS#, A14/WE#, A13-A0 and ACT#). (The DRAM treats
any unused address pins internally as zeros; for example, if a common die has stacked pins but the device is used in
a monolithic application, then the address pins used for stacking and not connected are treated internally as zeros.)

The convention of parity is even parity i.e. valid parity is defined as an even number of ones across the inputs used for
parity computation combined with the parity signal. In other words the parity bit is chosen so that the total number of
1’s in the transmitted signal, including the parity bit is even.

If a DRAM detects a C/A parity error in any command as qualified by CS# then it must perform the following steps:

- Ignore the erroneous command. Commands in max NnCK window (trpAR_unkNownN) prior to the erroneous command
are not guaranteed to be executed. When a Read command in this NnCK window is not executed, the DRAM does
not activate DQS outputs.

- Log the error by storing the erroneous command and address bits in the error log.

- Set the Parity Error Status bit in the mode register to 1. The Parity Error Status bit must be set beforethe ALERT#
signal is released by the DRAM (i.e. tPAR_ALERT_ON +tPAR_ALERT_PW(min)).

- Assert the ALERT# signal to the host (ALERT# is active low) within tPaAR_ALERT_oNtime.

- Wait for all in-progress commands to complete. These commands were received trarR_unkown before the erroneous
command. If a parity error occurs on a command issued between the txs_rast and txs window after self-refresh exit
then the DRAM may delay the de-assertion of ALERT# signal as a result of any internal on going refresh.

- Wait for tras_min before closing all the open pages. The DRAM is not executing any commands during the window
defined by (tPAR_ALERT_ON +tPAR_ALERT_PW).

- After trpAR_ALERT_Pw_min has been satisfied, the DRAM may de-assertALERT#.

- After the device has returned to a known pre-charged state it may de-assert ALERT#.

- After (tPAR_ALERT_ON + tPAR_ALERT_PW), the device is ready to accept commands for normal operation. Parity latency
will be in effect, however, parity checking will not resume until the memory controller has cleared the Parity Error
Status bit by writing a zero. (The DRAM will execute any erroneous commands until the bit is cleared).

- Itis possible that the device might have ignored a refresh command during the (tPAR_ALERT_ON + tPAR_ALERT_PW)
window or the refresh command is the first erroneous frame so it is recommended that the controller issues extra
refresh cycles as needed.

- The Parity Error Status bit may be read any time after (tPAR_ALERT_ON + tPAR_ALERT_PW) to determine which DRAM
had the error. The device maintains the Error Log for the first erroneous command until the Parity Error Status bit is
reset to zero.

Mode Register for C/A Parity Error is defined as follows. C/A Parity Latency bits are write only, Parity Error Status bit
is read/write and error logs are read only bits. The device controller can only program the Parity Error Status bit to
zero. If the DRAM controller illegally attempts to write a ‘1’ to the Parity Error Status bit the DRAM does not guarantee
that parity will be checked. The DRAM may opt to block the controller from writing a ‘1’ to the Parity Error Status bit.

DDR4 SDRAM supports MR bit for Persistent Parity Error Mode. This mode is enabled by setting MR5 A[9]
=1 and when it is enabled, DRAM resumes checking CA Parity after the ALERT# is deasserted, even if Parity Error

Status bit is set as High. If multiple errors occur before the Error Status bit is cleared the error log in MPR page 1
should be treated as ‘Don’t Care’. In Persistent Parity Error Mode the ALERT# pulse will be asserted and deasserted
by the DRAM as defined with the min. and max. value for trar_aLert_pw. The controller must issue Deselect commands
once it detects the ALERT# signal, this response time is defined as trar_aLerT rsp. The following figure captures the
flow of events on the C/A bus and the ALERT# signal.
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Table 28. Mode Registers for C/A Parity

C/A Parity Latency . C/A Parity Error Status

MR5[2:0]* Speed bins MR5[4] Errant C/A Frame
000 = Disabled -
001= 4 Clock 1600,1866,2133 0= Clear

B ' ' ACT#, BGO, BAO, BAL, PAR,

010= 5 Clocks 2400 Al16/RASH#, A15/CASH,
011= 6 Clocks RFU 1= Error Al4/WE#, A13:A0
100= 8 Clocks RFU

Note 1. Parity Latency is applied to all commands.

Note 2. Parity Latency can be changed only from a C/A Parity disabled state, i.e. a direct change from PL=4 —PL=5 is not allowed.
Correct sequence is PL= 4 — Disabled — PL= 5.

Note 3. Parity Latency is applied to write and read latency. Write Latency = AL+CWL+PL. Read Latency = AL+CL+PL.

Figure 59. Normal CA Parity Error Checking Operation
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i N . jr‘-';,: "Ftpm LALERT_PW o B
ALERT# i oo N N i i
Command execution unknown // TIME BREAK . DON'T CARE
Command not executed
Command executed
NOTE 1. DRAM is emplying queues, Precharge All and parity checking off until Parity Error Status bit cleared,
NOTE 2. Command execution is unknown the corresponding DIRAM internal state change may or may not occur, The DIRAM Controller
should consider both cases and make sure that the command sequence meets the specifications.
NOTE 3. Mormal operation with parity latency(CA Parity Persistent Error Mode disabled). Parity checking off until Parity Error Status bit cleared,
Figure 60. Persistent CA Parity Error Checking Operation
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Command execution unknown TIME BREAK - DON'T CARE

Command not executed
@ Command executed

MNOTE 1. DRAM is emplying queues, Precharge All and parity check re-enable finished by tPAR_ALERT_PW.

MNOTE 2. Command execution is unknown the comesponding DRAM internal state change may or may nol occur. The DRAM Controller should
consider both cases and make sure that the command sequence meets the specifications.

MNOTE 3. Mormal operation with parity latency and parity checking (CA Parity Persistent Error Mode enabled).
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Figure 61. CA Parity Error Checking - PDE/PDX
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NOTE 1. Dasalect command only allowad.

MOTE 2. Ermor could be Procharge or Activate,

MOTE 3. Normal aparation with parity latency (CA Parity Pessistent Ermor Mode disabla). Parity checking is off untl Pasity Ermor Status bt cleared.

MOTE 4. Command executicn is unknown the correspanding DRAM inbemal stale changs may of may nol occur. The DRAM Centrollar should consider
bath cases and make sure that the command sequance meels the specifications.

MOTE 5. Desalact command only allowed CKE may go high prior to Td2 as long as DES commands are issued.

Figure 62. CA Parity Error Checking - SRE Attempt
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HOTE 3. Mormal aparation with parity [stency{CA Parity Persisient Error Mode disable). Parity chacking is off until Parity Ermor Status bit cloaned.

HOTE 4. Contreller can not disable clock until it has bean able 1o hive detected a possibla CrA Parity emor.

HOTE 5. Command execution s unknown the comesponding DRAM internal state change may or may not occur. The DRAM GontroBar should
consider both cases and maka sure that the command sequence meats the specifications.

HOTE §. Desalect command anly allowed CKE may go high peior fo Te2 as lang as DES commands are issued.
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Figure 63. CA Parity Error Checking - SRX
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MOTE 1, Selifefresh Abor = Disable: MR [A9=0]
NOTE 2 Inpat commands are bounded by IXSDLL, (X5, XS _ABORT and (X5 _FAST timing.
MOTE 3 Command exacution is unknown the corresponding DRAM internal slale change may or may not oceur. The DRAM Controller should considar
both cases and make sure that the command sequence meats the specifications.
MOTE 4 Normal oparation with parity latency(CA Parity Persistent Emor Mode disabled), Parity checking off until Parity Error Status bit clearad.
NOTE 5 Only MRS (limited io those deseribed in the Sell-Refresh Operation section), 2005 or ZO0L command allowed,
MNOTE & Valid commands nol requiring @ locked DLL
MOTE T Valid commands requiring a locked DLL
MOTE & This figure shows the case from which the error occurred after t{5 FAST_An error also occur after tX5_ABORT and th5.
mmand/Addr ri ntry and exit timin

When in CA Parity mode, including entering and exiting CA Parity mode, users must wait turo_rar before issuing
another MRS command, and wait tmoo_par before any other commands.

tvop_par = tmob + PL turo_par = tmop + PL
For CA parity entry, PL in the equations above is the parity latency programmed with the MRS command
entering CA parity mode.

For CA parity exit, PL in the equations above is the programmed parity latency prior to the MRS command exiting CA
parity mode.

Figure 64. Parity entry timing example - tMRD_PAR

Ta0 Ta1 Ta2 TbO Tb1 Th2
CK# ' {
CK . E s s
mUneaD OEO0
Settings PL=0 X Updatlnd Seﬂlng X PL=N
E tMRD PAR | :
* }( ¥ b
Enable Parity change
PLfromOto N

NOTE 1. tIMRD_PAR = tMOD + N; where N is the programmed parity latency with the MRS command
entering CA parity mode.

NOTE 2. Parity check is not available at Ta1 of MRS command due to PL=0 being valid.

NOTE 3. In case parity error happens at Tb1 of MRS command, tPAR_ALERT _ON is ‘N[nCK] + 6[ns]".
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 65. Parity entry timing example - tMOD_PAR

Ta0 Ta1l Ta2 TbO Tb1 Th2
CK# { H eeeed 0 i =il ; !
CK
@I@.@ )(DES )CXX:)( X
Settings PL =0 X Updahng Settlng X PL = N

-

t tvoD PAR |
bl t-!.l H
Enable Parity change

PLfromOto N

NOTE 1. tMOD_PAR = tMOD + N; where N is the programmed parity latency with the MRS command
entering CA parity mode.

NOTE 2. Parity check is not available at Ta1 of MRS command due to PL=0 being valid.

NOTE 3. In case parity error happens at Th1 of VALID command, tPAR_ALERT_ON is ‘N[nCK] + 6[ns]'".

Figure 66. Parity exit timing example - tMRD_PAR

Ta0 Ta1 Ta2 TbO Tb1 Tb2
CK# i i es, | I i i i
CK
Settings PL =N X Updatlng Settlng X PL=0
P . turD_PAR | | E
Disable Pilarity change ' ‘ I
PL from N to 0

NOTE 1. tMRD_PAR = tMOD + N; where N is the programmed parity latency prier to the MRS command
exiting CA parity mode.

NOTE 2. In case parity error happens at Ta1 of MRS command, tPAR_ALERT_ON is 'N[nCK] + 6[ns]".

NOTE 3. Parity check is not available at Th1 of MRS command due to disabling parity mode.

Figure 67. Parity exit timing example - tMOD_PAR

Tao Ta1 Taz2 TbO Tb1 Tb2
CK
Settings PL =N )( Updatlnu Settlng )( PL - 0
tMOD_PAR R 5

Disable Parity change
PLfromNto QO

NOTE 1. tMOD_PAR = tMOD + N; where N is the programmed parity latency prior to the MRS command
exiting CA parity mode.

NOTE 2. In case parity error happens at Ta1 of MRS command, tPAR_ALERT_ON is ‘'N[nCK] + 6[ns]".

NOTE 3. Parity check is not available at Tb1 of VALID command due to disabling parity mode.
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Multipurpose Register

The Multipurpose Register (MPR) function, MPR access mode, is used to write/read specialized data to/from the DRAM.
The MPR consists of four logical pages, MPR Page 0 through MPR Page 3, with each page having four 8-bit registers,
MPRO through MPR3.

MPR mode enable and page selection is done with MRS commands. Data bus inversion (DBI) is not allowed during
MPR Read operation. Prior to issuing the MRS command, all banks must be in the idle state (all banks precharged
and trr met). After MPR is enabled, any subsequent RD or RDA commands will be redirected to a specific mode
register.

Once the MPR access mode is enabled (MR3 A[2] = 1), only the following commands are allowed: MRS, RD, RDA
WR, WRA, DES, REF, and Reset; RDA/WRA have the same functionality as RD/WR which means the auto precharge
part of RDA/WRA s ignored. The mode register location is specified with the Read command using address bits. The MR
is splitinto upper and lower halves to align with a burst length limitation of 8. Power- down mode and Self Refresh
command are not allowed during MPR enable mode.

No other command can be issued within trrc after a REF command has been issued; 1x refresh (only) is to be used
during MPR access mode. While in MPR access mode, MPR read or write sequences must be completed prior to a
Refresh command.

MR3 Setting for the MPR Access Mode
Mode register MR3 controls the Multi-Purpose Registers (MPR) used for training. MR3 is written by asserting CS#,

RAS#/A16, CAS#/AL15 and WE#/A14 low, ACT#, BAO and BAL1 high and BG1 and BGO low while controlling the states of
the address pins, Refer to the MR3 definition table for more detail.

Table 29. DRAM Address to MPR Ul Translation

MPR Location [7] [6] [5] [4] [3] [2] [1] [0]
DRAM address — Ax A7 A6 A5 A4 A3 A2 Al A0
MPR Ul — Ulx ulo ull ul2 UlI3 ul4 W]15) ul6 ul7
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 30. MPR Data Format

Address | MPRLocation | [71 | & | 51 | @ | @B | @& | m | @ | Note
MPR page0 (Training Pattern)
00 = MPRO 0 1 0 1 0 1 0 1 Read/
BALBAO 01 = MPR1 0 0 1 1 0 0 1 1 Write
10 = MPR2 0 0 0 0 1 1 1 1 (default
11 = MPR3 0 0 0 0 0 0 0 0 value)
MPR pagel (CA Parity Error Log)
00 = MPRO Al7] Al6] A[5] Al4] A[3] Al2] A1] A[0]
01 = MPR1 CASH#/A15 | WE#/A14 |  A[13] A[12] A[11] A[10] A[9] Al8]
BA1:BAO 10 = MPR2 PAR ACT# BG[1] BG|0] BA[1] BA[0] |don'tcare | RAS#/A16 Read-only
CRC | CA Parity CA Parity Latency*!
11 = MPR3 Error Error don’t care |don’t care |don’t care
smts | Staws | MRSA[2Z] | MR5.A[L] | MRS.A[D]
MPR page2 (MRS Readout)
RFU RFU Rrr_wr | Temperature sensor*? Cr‘écn:gge Rrr_wr
00 = MPRO - - MR2 - - MR2 MR2
- - - - All - - - - Al12 A10 A9
Vrerpo
Training VRrerpg Training Value RFU
01 = MPR1 range
BA1:BAO MR6 MR6 MR3 Read-only
AB A5 [ a4 A3 A2 AL A0 A3
CAS Latency RFU CAS Write Latency
10 = MPR2 MRO - MR2
A | A [ a4 A2 - A5 A | a3
RTT_Nom R17_pARK Driver Impedance
11 = MPR3 MR1 MR5 MR1
A0 | A9 | e A8 | a7 A6 A2 [ A
MPR page3 (RFU)*®
00 = MPRO don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care
01 = MPR1 don’t care | don't care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care
BA1:BAO Read-only
10 = MPR2 don’t care | don’t care | don’'t care | don’t care | don’t care | don’t care | don’t care | don’t care
11 = MPR3 don’t care | don’t care | don’t care | don’t care MAC MAC MAC MAC

Note 1. MPR3 bit 0~2 (CA parity latency) reflects the latest programmed CA parity latency values.
Note 2. MR bit for Temperature Sensor Readout
» MR3 bit A5=1: DRAM updates the temperature sensor status to MPR Page 2 (MPRO bits A4:A3). Temperature data is guaranteed by the
DRAM to be no more than 32ms old at the time of MPR Read of the Temperature Sensor Status bits.
»MR3 bit A5=0: DRAM disables updates to the temperature sensor status in MPR Page 2(MPRO bit A4:A3)

MPRO bit A4 MPRO bit A3 Refresh Rate Range
Sub 1X refresh (> trer)
1X refresh rate(= trer)
2X refresh rate(1/2 * trer)
Reserved

PP |O|O
R|O|F|O

Note 3. Restricted, except for MPR3 [3:0]
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MPR Reads

MPR reads are supported using BL8 and BC4 modes. Burst length on-the-fly is not supported for MPR
reads. Data bus inversion (DBI) is not allowed during MPR Read operation; the device will ignore the
Read DBI enable setting in MR5 [A12] when in MPR mode. Read commands for BC4 are supported with
a starting column address of A[2:0] = 000 or 100. After power-up, the content of MPR Page 0 has the
default values, which are defined in MPR Data Format table. MPR page 0 can be rewritten via an MPR
Write command. The device maintains the default values unless it is rewritten by the DRAM controller. If
the DRAM controller does overwrite the default values (Page 0 only), the device will maintain the new
values unless re-initialized or there is power loss.

Timing in MPR mode:

« Reads (back-to-back) from Page 0 may use tccp_s or teep_L timing between Read commands.

« Reads (back-to-back) from Pages 1, 2, or 3 may not use tcco s timing between Read commands;
tcco_L must be used for timing between Read commands The following steps are required to use the
MPR to read outthe contents of a mode register (MPR Page x, MPRY).

1. The DLL must be locked if enabled.

2. Precharge all; wait until tre is satisfied.

3. MRS command to MR3 A[2] = 1 (Enable MPR data flow), MR3 A[12:11] = MPR read format,
and MR3 A[1:0] MPR page.

a. MR3 A[12:11] MPR read format:
1) 00 = Serial read format
2) 01 = Parallel read format
3) 10 = Staggered read format
4) 11=RFU

b. MR3[1:0] MPR page:
1) 00 = MPR Page 0
2) 01 = MPR Page 1
3) 10 = MPR Page 2
4) 11 = MPR Page 3

4. tmro and tvop must be satisfied.
5. Redirect all subsequent Read commands to specific MPRXx location.
6. Issue RD or RDA command.

a. BA1 and BAO indicate MPRXx location:
1) 00 = MPRO
2) 01 =MPR1
3) 10 = MPR2
4) 11 = MPR3

b. A12/BC# =0 or 1; BL8 or BC4 fixed-only, BC4 OTF not supported.
1) If BL = 8 and MRO A[1:0] = 01, A12/BC# must be set to 1 during MPR Read commands.

c. A2 = burst-type dependant:
1) BL8: A2 = 0 with burst order fixed at 0, 1, 2, 3,4, 5,6, 7
2) BL8: A2 = 1 not allowed
3) BC4: A2 = 0 with burst order fixedat0,1,2,3, T, T, T, T
4) BC4: A2 = 1 with burst order fixed at4,5,6, 7, T, T, T, T

d. A[1:0] = 00, data burst is fixed nibble start at 00.
e. Remaining address inputs, including A10, BG1 and BGO are "Don’t Care."

7. After RL = AL + CL, DRAM bursts data from MPRXx location; MPR readout format determined
by MR3 A[12:10] and MR3 A[1:0] .
8. Steps 5 through 7 may be repeated to read additional MPRx locations.
9. After the last MPRx Read burst, tmerr must be satisfied prior to exiting.
10. Issue MRS command to exit MPR mode; MR3 A[2] = 0.

After the tuoo sequence is completed, the DRAM is ready for normal operation from the core (such as ACT).
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MPR Readout Serial Format
The serial format is required when enabling the MPR function to read out the contents of an MRX, temperature sensor
status, and the command address parity error frame. However, data bus calibration locations (four 8-bit registers) can

be programmed to read out any of the three formats. The DRAM is required to drive associated strobes with the read
data similar to normal operation (such as using MRS preamble settings).

Serial format implies that the same pattern is returned on all DQ lanes, as shown the table below, which uses values
programmed into the MPR via [7:0] as 0111 1111.

Table 31. MPR Readout Serial Format

x4 Device
Serial uio Uil ul2 UI3 ul4 (0]15) uUl6 ul7
DQO 0 1 1 1 1 1 1 1
DQ1 0 1 1 1 1 1 1 1
DQ2 0 1 1 1 1 1 1 1
DQ3 0 1 1 1 1 1 1 1

x8 Device
Serial uio Uil ul2 UI3 ul4 (0]15) uUl6 ul7
DQO 0 1 1 1 1 1 1 1
DQ1 0 1 1 1 1 1 1 1
DQ2 0 1 1 1 1 1 1 1
DQ3 0 1 1 1 1 1 1 1
DQ4 0 1 1 1 1 1 1 1
DQ5 0 1 1 1 1 1 1 1
DQ6 0 1 1 1 1 1 1 1
DQ7 0 1 1 1 1 1 1 1

x16 Device
Serial ulo Ull ul2 uUI3 ul4 ul5 ul6 ul7
DQO 0 1 1 1 1 1 1 1
DQ1 0 1 1 1 1 1 1 1
DQ2 0 1 1 1 1 1 1 1
DQ3 0 1 1 1 1 1 1 1
DQ4 0 1 1 1 1 1 1 1
DQ5 0 1 1 1 1 1 1 1
DQ6 0 1 1 1 1 1 1 1
DQ7 0 1 1 1 1 1 1 1
DQ8 0 1 1 1 1 1 1 1
DQ9 0 1 1 1 1 1 1 1
DQ10 0 1 1 1 1 1 1 1
DQ11 0 1 1 1 1 1 1 1
DQ12 0 1 1 1 1 1 1 1
DQ13 0 1 1 1 1 1 1 1
DQ14 0 1 1 1 1 1 1 1
DQ15 0 1 1 1 1 1 1 1
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

MPR Readout Parallel Format

Parallel format implies that the MPR data is returned in the first data Ul and then repeated in the remaining Uls of the
burst, as shown in the table below. Data pattern location O is the only location used for the parallel format. RD/RDA
from data pattern locations 1, 2, and 3 are not allowed with parallel data return mode. In this example, the pattern
programmed in the data pattern location 0 is 0111 1111. The x4 configuration only outputs the first four bits (0111 in this
example).The x16 configuration, the same pattern is repeated on both the upper and lower bytes.

Table 32. MPR Readout Serial Format

x4 Device
Serial ulo ull ul2 uI3 ul4 U]13) ul6 ul7
DQO 0 0 0 0 0 0 0 0
DQ1 1 1 1 1 1 1 1 1
DQ2 1 1 1 1 1 1 1 1
DQ3 1 1 1 1 1 1 1 1

x8 Device
Serial ulo ull ul2 uI3 ul4 U]13) ul6 ul7
DQO 0 0 0 0 0 0 0 0
DQ1 1 1 1 1 1 1 1 1
DQ2 1 1 1 1 1 1 1 1
DQ3 1 1 1 1 1 1 1 1
DQ4 1 1 1 1 1 1 1 1
DQ5 1 1 1 1 1 1 1 1
DQ6 1 1 1 1 1 1 1 1
DQ7 1 1 1 1 1 1 1 1

x16 Device
Serial uio Uil uUl2 UI3 ul4 (0]15) uUl6 ul7
DQO 0 0 0 0 0 0 0 0
DQ1 1 1 1 1 1 1 1 1
DQ2 1 1 1 1 1 1 1 1
DQ3 1 1 1 1 1 1 1 1
DQ4 1 1 1 1 1 1 1 1
DQ5 1 1 1 1 1 1 1 1
DQ6 1 1 1 1 1 1 1 1
DQ7 1 1 1 1 1 1 1 1
DQ8 0 0 0 0 0 0 0 0
DQ9 1 1 1 1 1 1 1 1
DQ10 1 1 1 1 1 1 1 1
DQ11 1 1 1 1 1 1 1 1
DQ12 1 1 1 1 1 1 1 1
DQ13 1 1 1 1 1 1 1 1
DQ14 1 1 1 1 1 1 1 1
DQ15 1 1 1 1 1 1 1 1
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MPR Readout Staggered Format

Staggered format of data return is defined as the staggering of the MPR data across the lanes. In this mode, an
RD/RDA command is issued to a specific data pattern location and then the data is returned on the DQ from each of
the different data pattern locations. For the x4 configuration, an RD/RDA to data pattern location 0 will result in data
from location 0 being driven on DQO, data from location 1 being driven on DQ1, data from location 2 being driven on
DQ2, and so on, as shown below. Similarly, an RD/RDA command to data pattern location 1 will result in data from
location 1 being driven on DQO, data from location 2 being driven on DQ1, data from location 3 being driven on DQ?2,
and so on. Examples of different starting locations are also shown.

Table 33. MPR Readout Staggered Format, x4

x4 Read MPRO Command x4 Read MPR1 Command x4 Read MPR2 Command x4 Read MPR3 Command
Stagger UlI[7:0] Stagger UlI[7:0] Stagger UlI[7:0] Stagger UlI[7:0]
DQO MPRO DQO MPR1 DQO MPR2 DQO MPR3
DQ1 MPR1 DQ1 MPR2 DQ1 MPR3 DQ1 MPRO
DQ2 MPR2 DQ2 MPR3 DQ2 MPRO DQ2 MPR1
DQ3 MPR3 DQ3 MPRO DQ3 MPR1 DQ3 MPR2

It is expected that the DRAM can respond to back-to-back RD/RDA commands to the MPR for all DDR4 frequencies
so that a sequence (such as the one that follows) can be created on the data bus with no bubbles or clocks between
read data. In this case, the system memory controller issues a sequence of RD(MPRO), RD(MPR1), RD(MPR2),
RD(MPR3), RD(MPRO0), RD(MPR1), RD(MPR2), and RD(MPR3).

Table 34. MPR Readout Stag

ered Format, x4 — Consecutive Reads

Stagger UlI[7:0] UI[15:8] Ul1[23:16] UlI[31:24] UI[39:32] UI[47:40] UI[55:48] UI[63:56]
DQO MPRO MPR1 MPR2 MPR3 MPRO MPR1 MPR2 MPR3
DQ1 MPR1 MPR2 MPR3 MPRO MPR1 MPR2 MPR3 MPRO
DQ2 MPR2 MPR3 MPRO MPR1 MPR2 MPR3 MPRO MPR1
DQ3 MPR3 MPRO MPR1 MPR2 MPR3 MPRO MPR1 MPR2

For the x8 configuration, the same pattern is repeated on the lower nibble as on the upper nibble. READs to other

MPR data pattern locations follow the same format as the x4 case. A read example to MPRO for x8 and x16

configurations is shown below.

Table 35. MPR Readout Staggered Format, x8 and x16

x8 Read MPRO Command x16 Read MPRO Command

Stagger UlI[7:0] Stagger UlI[7:0] Stagger UlI[7:0]
DQO MPRO DQO MPRO DQ8 MPRO
DQ1 MPR1 DQ1 MPR1 DQ9 MPR1
DQ2 MPR2 - DQ2 - MPR2 DQ10 MPR2
DQ3 MPR3 DQ3 MPR3 DQ11 MPR3
DQ4 MPRO DQ4 MPRO DQ12 MPRO
DQ5 MPR1 DQ5 MPR1 DQ13 MPR1
DQ6 MPR2 DQ6 MPR2 DQ14 MPR2
DQ7 MPR3 DQ7 MPR3 DQ15 MPR3
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Figure 68. MPR Read Timing
Te Tel Te2 Ted Tdo Td1 Ted Tf0

CH#
CK
CMD
v W
DOsH !
o ! — . i |
] . - . H
FH i H Fid if i
| ’ ' h ]
B 2 B D Cr D ) 0D T
MNOTE 1. Multi-Purpose Registers ReadWrite Enable (MR3 AZ = 1)
- Redirect all subsequent read and wites 1o MPR localions ¢ me ereak [ Dontcare
MOTE 2. Address selting
- Al1:0] = "00°'b (data burst order is fixed slarling at nibble, always 00b hara)
- A[2]= "0"b {For BL=8, burst order is fosed at 0,1,2,3.4.56.7)
- BA1 and BAD indicate the MPR location
= A10 and other address pins ane don'l cane including BGO, A12 is don't care when
MRO AJ1:0] = "00° or *107, and must be "'k when MRO A[1:0] = "01°
MNOTE 3. Mulli-Purpose Registers ReadWrila Disable (MR3 A2 = 0)
MNOTE 4. Continua with regular DRAM command.
MNOTE 5. PL{Party labency) is addied o Data oulpul delay whan CA parily latency mode is enabbed,
Figure 69. MPR Back to Back Read Timing
CHE
CE
CMD
ADDR o ) 00 ¢ OO 0O o0 b o0 b 00 OO OO OO0 OO
mS' 1 1_‘ _-"""l' _f""l _f""l' _J'""l: _-’""I. _n’""-_ _l'""-_ _l'""'\ _l'""l
0% FL™ + AL + CL. - Lo Lo Lo - L e - -
D (BB F boacl) ; DO DD GO DD OO
Dass : T
D (BC=4 Froed) 4 L E n Y -n | we ¥ um X uz Y

/ TIME BREAK, Dot
NOTE 1, ICCD_S = 4. Road Proambs = 11CK ME ] Care

HOTE 2 Address sotting

A1A0] = 00" (datn burst ordor |s Sand starting ot nibbé, ahsys D0b hoe)

- AL 0 (For BL=8, burst onde 1S Seod ot 0,1,2.34.58,7) (For BC=d, buret andar i fiosd &1 0,123, T.T.T.T)

- BAT and BAD indicate the MPR location

A0 and other address pirs ano don| car including BGO. A2 IS dont cano whan MIRD AJ120] = 7007 or "10°, and must be 1D whon MO AJ120] = 017
HOTE 3. PL(Parfty lnloncy) i sdded o Dala cufpan dolsy whasn S0% panty Iatency modas is ennbibed
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 70. MPR Read to Write Timing

TO T T2 Tal Ta1 Ta2 Ta3 Tad Tab Tab Th Th1
CMD RD DES ULE”DLS‘{ULEH ULs'm&‘u:.s'u;&'uLsHvﬁ L.'-;.s
CKE '
DOSH
Das
ADDR
Das
NOTE 1. Address setling »TiME BREAK [ Don't care
= A[1:0] = "00°k (data burst order is fixed starting at nibble, always 00b here)
- Al2]= "0"b (For BL=8, burst order is fixed a1 0,123 4 56.7)
- BA1 and BAD indicate the MPR lecation
= A10 and other addrass pina are don't care including BG0. A12 is don't care when MRO A[1:0] = “00°, and must ba "1t when MRD A]1:0] = "01°
NOTE 2. Address selling
- BA1 and BAD indicate the MPR location
= A [7:0] = data for MPR
- A10 and other addrass pins are don'l cane.
NOTE 2, PL{Parity latency) is added to Data output delay when CIA parity latency mode is enabled,
MPR Writes

MPR access mode allows 8-bit writes to the MPR Page 0 using the address bus A[7:0]. Data bus inversion (DBI) is
not allowed during MPR Write operation. The DRAM will maintain the new written values unless re- initialized or there
is power loss.

The following steps are required to use the MPR to write to mode register MPR Page 0.

1. The DLL must be locked if enabled.
2. Precharge all; wait until tre is satisfied.
3. MRS command to MR3 A[2] = 1 (enable MPR data flow) and MR3 A[1:0] = 00 (MPR Page 0); writes to 01, 10,
and 11 are not allowed.
4. twrp and tvob must be satisfied.
5. Redirect all subsequent Write commands to specific MPRXx location.
6. Issue WR or WRA command:
a. BA1 and BAO indicate MPRx location
1) 00 = MPRO
2) 01 = MPR1
3) 10 = MPR2
4) 11 = MPR3
b. A[7:0] = data for MPR Page 0, mapped A[7:0] to UI[7:0].
¢. Remaining address inputs, including A10, and BG1 and BGO are "Don’t Care"
7. twr_mpr Must be satisfied to complete MPR Write.
8. Steps 5 through 7 may be repeated to write additional MPRX locations.
9. After the last MPRx write, twerr must be satisfied prior to exiting.
10. Issue MRS command to exit MPR mode; MR3 A[2] = 0.
11. When the twop sequence is completed, the DRAM is ready for normal operation from the core (such as ACT).
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 71. MPR Write Timing and Write to Read Timing
0 Ta0 Tai Tb0 Ted Tel Tez  Td0  Tdd Td2  Td3  Tdd Td5

a8
e PU+AL+CL,

wor DI @ = )
y i T i ! i ___‘_Lé - ) T T

&

i ME BREAK [Ji] Don't Care
NOTE 1. Multi-Puipose Rigistirs Read Write Enable (MAR3 AZ = 1)

NOTE 2. Address sething - BA1 and BAD indicabe the MPR location
- & [7:0) = data for MPR
= A0 and obhid address ping ane Son'l cang
NOTE 3. PL(Parity latency) is added to Data output delay when C/A parity Iatency mode is enabled

Figure 72. MPR Back to Back Write Timing
T0 T1 Ta0  Tai Ta2 Ta3 Tad  Ta5  Tab Ta? Ta8  Ta0 Ta10

ADDR ADD! @ ol a1 1D I.'ﬁ..un DD @. VALID VALID vA:r.n WVALID m- VALID

2 : T ]
DOs# ?
DQs
DQ
& ; v me BreaK [ pon't Care

NOTE 1. Address safting
- BA1 and BAD indscate the MPR location
- A [T:0] = data for MFR
- A10 and other addrass pins are don't care
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 73. Refresh Command Timing
T0 Ta0 Tai Tbo b1 Tb2 Tb3 Tbd  Tc0 Tel Te2 Tc3 Ted

CHit
CK
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ADDR
|"|' i
7' Time BREAK [Ji] Don't Care
MOTE 1. Multi-Purpose Registers Read/\Write Enabla (MR3 A2 = 1)
- Redirect all subsequant read and writes to MPR locations
MOTE 2. 1x Refrash is only allowed when MPR mode is Enable.
Figure 74. Read to Refresh Command Timing
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ADDR ) O oo, O @D gh oD O On' g oo gD oo
Dos  BL=8 .
DS ;
DOSH e
Dos BC=4 5
G T
¥ : : i Tme Break [Ji] oont care
NOTE 1. Address satting
= #1:0] = *00"b (dats burst order is fooed staning at nibble, absays 00b here)
- #2)= 0"k (For BL=8, bursl order is fieed at0,1,2,3.4.5,6,7)
- BAl and BAD indicale the MPR location
= A0 and other address ping are don't care including BGO. A12 s don't care when MRD AJ1:0] = “00" or =107,
and mast be '1'b when MRO AJ1:0] = *01*
NOTE 2. 1x Refresh is only allowed when MPR mode is Enable
Figure 75. Write to Refresh Command Timing
TO ™ Tal Tan Taz2 Ta3 Tad Tab Tag Ta7 Tad Ta® Ta10
e Ty ssmn § aana i aans, | sann, aman X anna, d sass, | aaan i o ““'-j ; aana, §
CK
CMD
CKE
Dass = | 1
i - ;
woor - [ MK ) Zn om om! o (1)
b —— : - | ; ; !

i ive BReaK [JJ] pon't care

NOTE 1. Address setting - BA1 and BAD indicate the MPR location - A [T:0] = data for MPR
- A10 and other address pins are don'l care.
NOTE 2. 1x Relfresh is only allowed when MPR mode i Enabla
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

DDR4 Key Core Timing
Figure 76. tCCD Timing (WRITE to WRITE Example)

TO T T2 T3 T4 T8 Ta T10 Ti1 T2 T13
oK i i
R ) CHCHEN =) @)

oo

»Tme ereak ] oon'T care

MOTE 1. 1ICCD_5 ; CAS#-10-CASH delay (shod) | Applies to conseculive CASE to different Bank Group {i.e., T o T4)
MOTE 2 1CCD_L : CAS#-10-CASE delay (long) - Applies o conseculive CASH to the same Bank Group (e, T4 to T10).

Figure 77. tCCD Timing (READ to READ Example)
TO T T2 T3 T4 T5 . T9 Ti0 T11 T2 T13

CKi

CMD READ DES DES DES HMDES DES READ pES DES DES
tceo s fceoy

Bank Grou

[GE'I;} ’ L2l L Ll

Bank m In.c . l.u:
ADDR { cain ) cein i cain

/y me Break [} oowT caRe

HOTE 1. 1GCD_S - CASE-10-CASE delay (short) | Apples to consecutive CASH to different Bank Group (ie., TO to T4)
NOTE 2, 1CC0D_L - CAS#-10-CASH daelay (long) | Apphes to consaecutive CASH to the same Bank Group (e, T4 o T10)
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 78. tRRD Timing

CK#

K L ennasd anmand - L - L [hmesed L L L.
1 ¥ 1

MO acT ( DES ) ( oes ) pEs AT BES s DES ACT DES BES DES

el (GO 2

o

=z

ADDR Fow [ oo ) Rirw
- |/ TIME BREAK [l von'TcaRe

NOTE 1. IRRD_S: ACTIVATE to ACTIVATE Command penod (Shor) © Applies fo consacutive ACTIVATE Commands to different
Bank Group (Le., TO to T4).

MOTE 2. IRRD_L: ACTIVATE to ACTIVATE Command panacd (long) : Applies lo consecutive ACTIVATE Commands to the differant
Banks of the same Bank Group (Le., T4 to T10)

=z
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 79. tFAW Timing
Tco Tel Tdo Td1

CK#
CK A f — L — enmans’ ] , et e e N— ) - - -
e Y o
; kao tero ) i trro PR "
o T A
Bank Gr X + . ¢ —t
A TDY 5 D, s OO . OB
: B i n B 7
.'I.l .

ADDR @ ] @ ] @' Y @ i @
5 b i & i @ i
»mime BREAK [Jl] DON'T CARE
MNOTE 1. tFAW: Four activate window,
Figure 80. tWTR_S Timing
(WRITE to READ, Different Bank Group, CRC and DM Disabled)
- 0 T P Tal Tal Ta? Tal Tasd Tas Tab Ta? T Tt
CK / A ! - '...._.". - T | — | — | — | — |- | / T ! : | — / | ! / |
{MR_'S
EON O oD ool oo oo oo Jon oot ool ool Ton! oo oo ED oo
Bank Group
{BG)
[BANK
ADDR
D05, DOSs
[5.#]
- - L = = "
TME BREAK [ | TRaNsITonNNG DaTA  [Jl] DoN'T cARE
HOTE 1. tWTR_S - Delay from star of indemal wiile ransaction 1o inlernal nead command 1o a diferent Bank Group
Wiheen AL 15 non-Zen, the exdemal read command af ThO can be pulled in by AL
Figure 81. tWTR_L Timing
(WRITE to READ, Same Bank Group, CRC and DM Disabled)
- T0 T T2 Tal Tat Ta2 Ta3 Tad Tas Taf Ta? Thi ot
(a4 L L ! L / L A L L L N L ! L L L .1.' -'.....J | - |- L
L WIRL —
A S OO o & & OO OO O &0 O & & & O OB
D — e —————————————— - (R
{BG) (B
BaNK
ADDR
T dd
Dors. Do ame ane LRTTE Rann nan |
RL
%]
- Wi -

TiME BREAK [ | TRANsIMONING DATA [l DowTCARE

ROTE 1. IWTR_L- Delay from start of indemal wiile ransaction 1o intemal read command B the same Bank Group
Wi AL 15 mONDeND, e exiemnal read coemmand a1 ToO can be pulled in by AL
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Programmable Preamble

The DQS preamble can be programmed to one or the other of 1 tck and 2 tck preamble; selectable via MRS (MR4
A[12:11]). The 1 tck preamble applies to all speed-Grade and The 2 tck preamble is valid for DDR4-2400/2666 speed-
Grade.

Write Preample
DDR4 supports a programmable write preamble. The 1 tck or 2 tck Write Preamble is selected via MR4 A[12]. Write
preamble modes of 1 tck and 2 tck are shown below.

When operating in 2 tck Write preamble mode in MR2 CWL (CAS Write Latency), CWL of 1%t Set needs to be
incremented by 2 nCK and CWL of 2" Set does not need increment of it. twtr must be increased by one clock cycle
from the twrr required in the applicable speed bin table. WR must be programmed to a value one or two clock cycle(s),
depending on available settings, greater than the WR setting required per the applicable speed bin table.

Figure 82. 1tCK vs. 2tCK WRITE Preamble Mode

Freamble

mems

DQs, DOsS#

1 1CK mode

DQ \meXmXDaXmXDsXDﬁXm/

Preamble

Das, Das# 1}\{_)( \_/,,..
o4 \po X o1 X 02 X 03 X 04 X 05 ¥ o6 ¥ o7/

The timing diagrams contained in tcco=4 (AL=PL=0), tcco=5 and tccp=6 (AL=PL=0) illustrate 1 and 2 tck preamble
scenarios for consecutive write commands with tceo timing of 4, 5 and 6 nCK, respectively. Setting tcco to 5nCK is not
allowed in 2 tck preamble mode.

2 1CK mode

Figure 83. tCCD=4 (AL=PL=0)

ey ModE

CHE
CK

D05 DaSe

Ay M

CKe
CK

DOS DS

o B €3 ) € 3.6 C) L. C
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 84. tCCD=5 (AL=PL=0)

. 0.6 €3 € £ £ LV 3 OO

Zeex MOOE: t2es=5 15 NOL Allowed in 24, mode

Figure 85. tCCD=6 (AL=PL=0)

E i i
oo . g X EEEEEE EENE
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Read Preamble

DDR4 supports a programmable read preamble. The 1 tck and 2 tck Read preamble is selected via MR4 A[11]. Read
preamble modes of 1 tck and 2 tck are shown as follows:

Figure 86. 1tCK vs. 2tCK READ Preamble Mode
Preamble

FLLITM
o

Das, Das#

1ty toggle

DOs, DOsH

DQ \naXanszXanaanXm/

2tex toggle

-

DDR4 supports Read preamble training via MPR reads; that is, Read preamble training is allowed only when the
DRAM is in the MPR access mode. The Read preamble training mode can be used by the DRAM controller to train or
"read level" its DQS receivers. Read preamble training is entered via an MRS command (MR4 A[10] = 1 is enabled
and MR4 A[10] = 0 is disabled). After the MRS command is issued to enable Read preamble training, the DRAM DQS
signals are driven to a valid level by the time tspo is satisfied. During this time, the data bus DQ signals are held quiet, i.e.
driven high. The DQS signal remains driven low and the DQS# signal remains driven high until an MPR Page0O Read
command is issued (MPRO through MPR3 determine which pattern is used), and when CAS latency (CL) has expired,
the DQS signals will toggle normally depending on the burst length setting. To exit Read preamble training mode, an
MRS command must be issued, MR4 A[10] =0.

Figure 87. READ Preamble Training

DQS drive @

CL

DQ({)uietordrive:i) \\ X X X X X X X /

NOTE 1. Read Preamble Training mode is enabled by MR4 A10 =[1]

Table 36. AC Timing Table

Symbol Parameter Min. Max. Unit

tspo Delay from MRS Command to Data Strobe Drive Out - tmop + 9ns
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Postamble
Read Postamble

Whether the 1 tck or 2 tck Read Preamble Mode is selected, the Read Postamble remains the same at 1/2 tck. DDR4 will support a
fixed read postamble.

Read postamble of nominal 0.5 tck for preamble modes 1,2 tck are shown below:

Figure 88. READ Postamble

Preamble Postamble
Das, DOs#H % LA ST y Y e W

1t toggle
- N XXX X X/
Preamble Postamble
. \U.H“'“.. E ; pennn, p— pameas

Das, Das# e
2tk toggle

o A X X XA X X/

Write Postamble
Whether the 1 tck or 2 tck Write preamble mode is selected, the Write postamble remains the same at 1/2 tck. DDR4 will support a

fixed Write postamble.

Write postamble nominal is 0.5 tck for preamble modes 1,2 tck are shown below:

Figure 89. WRITE Postamble
Preamble Postamble

—m-— L

oas, bas f X A X

1tex toggle o

o A A XX XX/

Preamble Postamble

T A,
DQS, DOS# 4 \ :
2te toggle

00 A XA A XX/
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Activate Command

The Activate command is used to open (or activate) a row in a particular bank for a subsequent access. The value on
the BGO-BG1 in x8 select the bank group; BAO-BAL inputs selects the bank within the bank group, and the address
provided on inputs A0-A14 selects the row. This row remains active (or open) for accesses until a precharge
command is issued to that bank or a precharge all command is issued. A bank must be precharged before opening a
different row in the same bank.

Precharge Command

The Precharge command is used to deactivate the open row in a particular bank or the open row in all banks. The
bank(s) will be available for a subsequent row activation a specified time (trp) after the Precharge command is issued,
except in the case of concurrent auto precharge, where a Read or Write command to a different bank is allowed as
long as it does not interrupt the data transfer in the current bank and does not violate any other timing parameters.
Once a bank has been precharged, it is in the idle state and must be activated prior to any Read or Write commands
being issued to that bank. A Precharge command is allowed if there is no open row in that bank (idle state) or if the
previously open row is already in the process of precharging. However, the precharge period will be determined by the
last Precharge command issued to the bank.

If A10 is high when Read or Write command is issued, then auto-precharge function is engaged. This feature allows
the precharge operation to be partially or completely hidden during burst read cycles (dependent upon CAS latency)
thus improving system performance for random data access. The RAS lockout circuit internally delays the precharge
operation until the array restore operation has been completed (tras satisfied) so that the auto precharge command
may be issued with any read. Auto-precharge is also implemented during Write commands. The precharge operation
engaged by the Auto precharge command will not begin until the last data of the burst write sequence is properly
stored in the memory array. The bank will be avaiable for a subsequent row activation a specified time (trp) after
hidden Precharge command (AutoPrecharge) is issued to that bank.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Read Operation
| Timi finiti

Read timings are shown below and are applicable in normal operation mode, i.e. when the DLL is enabled and locked.

Rising data strobe edge parameters:

« tbgsck min/max describes the allowed range for a rising data strobe edge relative to CK, CK#.
« toosck is the actual position of a rising strobe edge relative to CK, CK#.

« tosn describes the DQS, DQS# differential output high time.

« togsq describes the latest valid transition of the associated DQ pins.

« ton describes the earliest invalid transition of the associated DQ pins.

Falling data strobe edge parameters:

« tosL describes the DQS, DQS# differential output low time.
« toosq describes the latest valid transition of the associated DQ pins.
« ton describes the earliest invalid transition of the associated DQ pins.

tbosg; both rising/falling edges of DQS, no tac defined.

Figure 90. READ Timing Definition

CK#
CK
t@%Mm
tD?SCKrmn —) ,
#—K toasck max ! ¢ d
: > : i
1 1
] 1 1
E ' |tooscm
' toascki i —
tbasck max | I
" by !
H b : i
1 1 1 ]
i ' i .
' ' i |toagek | 1
t E ‘1 Daper i i Rosing 7000 i
DQSCK center - : i e i
1 = i ' '
1 1 1 ]
1 : :
' |:DQSCK| | E
foasck i = !
tbasck min ! - :
e | '
Wirdan : ) :
! i i
: ! ! :
1 i ' '
' tDQSCK : tDQSCK
tasn | tas _I‘-’

DQS () e

\\W.“:‘;
) (IRX

/R AR

Associated
DQ Pins
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Read Timing: Cloc| [ Strol lati hi
The clock to data strobe relationship is shown below and is applicable in normal operation mode, i.e. when the DLL is
enabled and locked.

Rising data strobe edge parameters:

« tpoosck min/max describes the allowed range for a rising data strobe edge relative to CK, CK#.
» tbgsck is the actual position of a rising strobe edge relative to CK, CK#.
» tosH describes the data strobe high pulse width.

Falling data strobe edge parameters:
» tosL describes the data strobe low pulse width.
o tiz(pgs), thzpes) for preamble/postamble.

Figure 91. Clock to Data Strobe Relationship

AL Measured
CK#
CK

DQs, DOs#
Early Strobe

Das, DOs#E
Late Strobe

MNOTE 1. Within a burst, rising strobe edge can be varied within tposca while at the same voltage and temperature, However
incorporate the device, voltage and temperature variation, rising strobe edge variance window, tpasce can shift
between toascrimin @Nd toasckimag- A timing of this window's right inside edge ( latest ) from risinG CK, CK# is
limited by a device's actual thoscwmay. A timing of this window's left inside edge (earliest) from rising CK, CK# is
limited b}" tgusm"i‘].

MOTE 2. Notwithstanding note 1, a rising strobe edge with thasckimas 8t T(n) can not be immediately followed by a rising strobe
Edge with tpascsjmn at T(n#1). This is because other timing relationships (tgsu, tos ) exist: if thosekieey < O:
toascrm < 1.0 tok - (tosumin + tosimen) - looscrist]

MOTE 3. The DQS, DOS# differential output high time is defined by tosy and the DQS, DQS# differential output low time is
defined by tas..

MOTE 4. LikeWise, tLZ(DOS)min and tHZ{DOS)min are not fied to tDOQSCKmin (early strobe case) and tLZ(DOS)max and
tHZ(DQS ))max are not tied 1o hosckma (late strobe case).

MNOTE 5. The minimum pulse width of read preamble is defined by trene min)-

MOTE &. The maximum read postamble is bound by thascme) PIUS tasume on the left side and turposmay on the right side.

MOTE 7. The minimum pulse width of read postamble is defined by tapstimn.

NOTE 8. The maximum read preamble is bound by Y oosme on the left side and lhosckmax @0 the right side.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

| Timing: I lationshi

The Data Strobe to Data relationship is shown below and is applied when the DLL is enabled and locked. Rising data
strobe edge parameters:

» tbgsq describes the latest valid transition of the associated DQ pins.

» ton describes the earliest invalid transition of the associated DQ pins.

Falling data strobe edge parameters:

« tbgsq describes the latest valid transition of the associated DQ pins.

« ton describes the earliest invalid transition of the associated DQ pins.

tbesg; both rising/falling edges of DQS, no tAC defined. Data Valid Window:

« tovwd is the Data Valid Window per device per Ul and is derived from (tqH - tbqsq) of each Ul on a given DRAM. This
parameter will be characterized and guaranteed by design.

« tovwp is Data Valid Window per pin per Ul and is derived from (tqn - tbesq) of each Ul on a pin of a given DRAM.
This parameter will be characterized and guaranteed by design.

Figure 92. Data Strobe to Data Relationship

CK# PP | S y Talﬂ e Foees Wl e, [y prees [ peses

CK ; h'I'!lI. ‘I'FII.

ouo .( }.( }.(m).( ).( ).( ).'( }.{ ).'().
RL = AL +CL+PL |

ADDR

DQS, oS

[B18]

(Last data vahd)

E‘il data ng longer valid) r:-.i \ur Xmﬂ“x MX“}: }‘: ;
AR DG ooklectively TXE) {“') &) {"'} &) ("'} {"') /

[ ] ransimoning pata  [Ji] oon'T cARE

NOTE 1.BL=8, AL =0, CL =11, Preamble = 1,

NOTE 2. Dout n = data=out from column n.

NOTE 3. DES commands are shown for ease of illustration; other commands may be valid at these times.

MOTE 4. BLE setting activated by either MRO[41:0 = 00] or MRO[A1:0 = 01] and A12 = 1 during READ command at TQ.

MNOTE 5. Output timings are referancad to VDDQ, and DLL en for locking.

NOTE 6. tpase defines the skew between DOS,D0QS# to Data and does not define DOS, DOS# to Clock,

NOTE 7. Early Data transitions may not always happen at the same DG, Data transitions of a DO can vary (either early or late) within a burst.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

tLz(D0os), tLz(DY), tHZ(DOS), tHz(DQ) Calculation

tnz and t.z transitions occur in the same time window as valid data transitions. These parameters are referenced to a
specific voltage level that specifies when the device output is no longer driving tnzpos) and tuzpq), or begins driving
tLz(00s), tLzo)-

tLz shows a method to calculate the point when the device is no longer driving thzpes) and thzpg), or begins driving
tLz(pgs), tLzp), by measuring the signal at two different voltages. The actual voltage measurement points are not critical
as long as the calculation is consistent. The parameters tiLzpos), tLz(pg), tHz(pgs), and thzpg) are defined as single ended.

Table 37. Reference Voltage for tLZ(DQ), tHZ(DQ) Timing Measurements

Symbol Parameter Vswil Vsw2 Unit
tLzoQ) DQ low-impedance time from CK, CK# (0.70 - 0.04) x Vbpg (0.70 + 0.04) x Vopg \%
thz() DQ high impedance time from CK, CK# (0.70 - 0.04) x Vbpo (0.70 + 0.04) x Vong v

Table 38. Reference Voltage for tLZ(DQS#), tHZ(DQS) Timing Measurements

Symbol Parameter Vswil Vsw2 Unit
tLzoosy DQS# low-impedance time from CK, CK# (0.70 - 0.04) X Vbpg (0.70 + 0.04) x Vopg \%
thzoas) DQS high impedance time from CK, CK# (0.70 - 0.04) X Vbpg (0.70 + 0.04) x Vbpg Vv

Table 39. Reference Voltage for tRPRE Timing Measurements
Symbol Parameter Vswl Vsw?2 Unit

trPRE DQS, DQS# differential Read Preamble (0.30 - 0.04) x Vbpg (0.30 + 0.04) x Vopg \%

Table 40. Reference Voltage for tRPST Timing Measurements
Symbol Parameter Vswil Vsw2 Unit
trpsT DQS, DQS# differential Read Postamble (-0.30 - 0.04) x Vopg (-0.30 + 0.04) x Voo \Y
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Read Burst Operation
DDR4 Read command supports bursts of BL8 (fixed), BC4 (fixed), and BL8/BC4 on-the-fly (OTF); OTF uses address
A12 to control OTF during the Read or Write (auto-precharge can be enabled or disabled).

« Al2 =0, BC4 (BC4 = burst chop)
« Al2=1,BL8

Read commands can issue precharge automatically with a read with auto-precharge command (RDA); and is enabled
by A10 high.

o Read command with A10 = 0 (RD) performs standard Read, bank remains active after read burst.
« Read command with A10 = 1 (RDA) performs Read with auto-precharge, back goes in to precharge after read burst.

Figure 93. READ Burst Operation RL =11 (AL =0, CL =11, BLS8)

CHe T T T2 Tal Tal Ta2 Tad Tad Tas  Tab Ta7 Taf
—— paannn | Uy e s — o) P e ——
CK i
CMD
Bank Group
ADDR
ADDR i‘;:‘; L
DS, Do
[#]#] 'y
| L EL=1
RL= AL+ CL [
* 7 + |:| TRANSITIONING DATA . DON'T CARE

NOTE 1. BL =8, AL =0, CL = 11, Preamble = 1l

NOTE 2. Dout n = data-out from column n.

NOTE 3. DES commands are shown for ease of ilustration; other commands may be valid at these times

NOTE 4. BLE setlng activated by edher MROATD = 00] or MRO[AT:0 = 01] @nd A12 = 1 during READ command at TO

NOTE 5. CA Panty = Disable, C5 to CA Latency = Disable, Read DBl = Disabla

Figure 94. READ Burst Operation RL =21 (AL =10, CL =11, BLS8)
- 0 T Tal Tal Ta2 Ta3 o0 Tl b2 o3 ™ b5 o6
wremnay — d = Ty P F sy ey

CKE Parad (- (- [ “ansat (-

S 0 0.0 6 0.0 0 0 0 0 0 O

Pt f

p a—
Bank Group ;
ADDR @ ] i
ADDR Ha o L

i,
Col s

RPST |

N, .
trpRE | [
—
prasan iy poasn | g— poses gy poeees '

%

Das, Dass

AL=10 | ) | cL=n

i D TRANSITIONING DATA . DON'T CARE

NOTE 1, BL = 8 RL =21, AL = (CL-1), CL = 11, Préamble = 110K

MOTE 2. Dout n = dati-ou from oolemn n

NOTE 3. DES commands ang shown for ease of ilusirabon, olher commands may be vabd &l thess limas

NOTE 4. BLS satting activated by either MROA1:0 = 00] or MROAT:0 = 01) and A12 = 1 during READ command at TO
MNOTE 5. CA Parity = Disabla, C5 1o CA Latency = Disable, Read DBI = Disable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 95. Consecutive READ (BL8) with 1tCK Preamble in Different Bank Group

O ™ T4 T3 T ™m L ¥4 T3 Ti4 TS TG ™7 T8 ™3 a0

A

CK Terrasd’ Thwmrns) S S LT T LT Ml Ml et Ly rrre e | o
S 0. 2.0 0 0 0 0 0 0 0 0 0 O O

| lecp g-a
Bank Groug
4606

[
ADDR E By 0

BL=11

AL =11
— . |:| TRANSITIONING DATA . DON'T CARE

NOTE 1.BL =8, AL =0, CL = 11, Préamble = 10CK

NOTE 2. Dol mjor B) = data-ou Trom column nfor column i)

NOTE 3. DES commands ane shown for ease of lusiaiion; offer commands may be valkd al these times

MOTE 4. BLE setling acivabed by edmer MADAT-AD = 000] or MRAOPATAD = 0:1) and A12 = 1 during READ command al T and T4
MOTE 5 CA Panty = Disabls, O 80 CA Latency = Disable, Read DBI = Disable

Figure 96. Consecutive READ (BL8) with 2tCK Preamble in Different Bank Group

T8 T 1 i 17 T8 T

RL=11

RL=11
— N D TRAMSITIONING DATA . DON'T CARE

ROTE 1. BL =8, AL =0, CL = 11, Preambie = 200K

ROTE 2. Dowl i {of b) = data-oul o column i {of columin b)

ROTE 3. DES commands ang Shown for ease of ilusiration, ather commands may Be valid a1 thess limes

NOTE 4. BLE sefting acivated by either MROJATAD = 000] or MEO[ATAD = 1] and ATZ = 1 during READ command al T and Td
MOTE §. CA Parity = Desande, CS 1o CA Latency = Disable, Read DBI = Disable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 97. Nonconsecutive READ (BL8) with 1tCK Preamble in Same or Different Bank
Group

T4 TS

 RL=11

[] mansmonms cata [} DDP.'I'TEAFIE

MOTE 1. BL =8 AL =0, CL = 11, Preamble = 1CK, oo g = 5

HOTE 2. Dout n (o ) = data-oul from Colamn n (of column bl

MOTE 3. DES commands ane Shown for ease of iuSIration; ofer CoMmmands may e vakd &1 (hess limes.

NOTE 4, BLA selling Sctivaled by einer MIRO[ATAD = 0:0] of MRDATAD = 0:1) and 412 = 1 duiing READ comenand al TO and T5
HOTE § CA Parfty = Disable, C5 16 CA Latency = Disable, Réad D8Il = Disable

Figure 98. Nonconsecutive READ (BL8) with 2tCK Preamble in Same or Different Bank
Group

— + ] mansmonmg oata [ vowr cane

MOTE 1. BL = 8 AL = 0, CL = 11, Preamble = 200K, k2p = 6

ROTE 2 Dostt  for b) = data-out from column o (or Sl &)

ROTE 3 DES commands are shown for sase of Bustration; o commandcs may be valid af thaso e

MOTE 4. BLA sefing acthled by either MIBIATAD = 30 or MRO[AT:A8 = 1] and 412 = 1 during READ command at T0 and T
MOTE & CA Parity = Disable, CS to CA Latency = Disabile, Read DBI = Disable

ROTE B Eoop se=5 bn’ 0 allownd in Mo preambla moda
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 99. READ (BC4) to READ (BC4) with 1tCK Preamble in Different Bank Group
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o3t - lseesr
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005, Dse .
]
L AL =11
L= TRANSITIONING DATA [l DON'T CARE
| : = |

MNOTE 1. BL = 8, AL =0, CL = 11, Préamois = 10,

BOTE 2. Dot i {or b) = dala-out Bom colimn i (o columa b)

HOTE 3, DES commands ate Shown kol ease of iDusiralon, olhef commands may be vald 31 hess imes

MOTE 4, BC4 Sefting actvated by st MRORATAD = 1.0 of MAGEL AD = 001] and A12 = 0 during READ command a1 TO and T4
NOTE &, CA Panty = Disable, 5 15 CA Latency = Disable, Read DBI = Disable

Figure 100. READ (BC4) to READ (BC4) with 2tCK Preamble in Different Bank Group
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[ 1 . D TRANSITIONING DATA . DONT CARE

NOTE 1. BL = 8, AL = 0, CL = 11, Proamble = M=

NOTE 2. Dout n (o2 b) = dsta-out Frem column n (or column b)

NOTE 3, DES commands are ahown fae auss of ustrabion; othar commands may ke vakd ot thesi tms

NOTE 4, BCA spiming activalid by sdthed MRO[ATAD = 1:0] of MROATAD = 01] &nd AT2 = 0 dufing READ comaasd # T0 and T4
WOTE &, CA Parity = Disable, C5 o CA Latency = Disabls, Resd DBl = Disable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 101. READ (BL8) to WRITE (BL8) with 1tCK Preamble in Same or Different Bank

Group
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e .. |

— . D TRAMSITIOMING DATA . DON'T CARE

NOTE 1, BL = & AL = 11 pCL = 11, AL = 0), Read Presmble = 11, WL =3 (CWL = 5. AL = 0), Wrils Preambis = 1l

NOTE 2. Deoat 0 = dala-out from cobema ni, DIN b = data-in 4o column b

MNOTE 3. DES commands aie shown for eaie of Beshrafon, othesd commands miy be vald at hess imes

HIOTE 4. BLE sefiing sctivated by sithar MBDIATAD = 0:0] o MEO]AT A0 = 0:1) and A3 = 1 duing READ cosmmand sl T asd WRITE command ai TS
NOTE & CA Party = Disable, &5 fo CA Lotency = Disable, Road D8I = Disable, Wits DB = Disable. Wiite CRC = Disable

Figure 102. READ (BL8) to WRITE (BL8) with 2tCK Preamble in Same or Different Bank
Group
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S D 0.8 80 8 0 60 0 6 6 8 0 O 0 0 0

LA e 1T B Sty
e B iR —

Basik Crinsp =
won P2 )

0%, Dida

Dmmmu . DON'T CARE

MOTE 1. BL = 8, L = 11 {CL = 11, AL = 0}, Road Preamble = 2., WL = 10 (0AL = 8+1°5, AL = &), Wiite Preamble = 2.,

MIOTE 2 Dout ni = data-ou from cobemin n, DiM b = data-in iy colemn b

MOTE 3 DES commands. s shown: forr sase of Busiralion; ofher commands may be vald af these fmes

MOTE & Mmmmmmuwnmn G0 cor MR AT 4D = 0-1) and A12 = 1 during READ command at T0 and WRITE command af T8
MOTE 5 When: o i A Wirine P bl Wiocka, CVVL must be prograsmmed b o value ot least 1 ok groater tha the koveest TWL selfing
HOTE 6. CA Parity = M@mmm Deinabbs. Fooad DEI = Disabla, Wike DB = Disable. Weite CRC = Disabla
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 103. READ (BC4) OTF to WRITE (BC4) OTF with 1tCK Preamble in Same or Different

Bank Group
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' D ransmonmG oata. [JJj cowr care

MOTE 1. BC =4, RL = 19 (CL = 11, AL = 0), Read Pasamble = Tl WL = 9 (CWL = 9, AL = ), Wiite Proamble = 11

ROTE ¥ Dol no = dats-cut om oslumn n, CIM b = daia-in o column b

ROTE 3 DES commands s shown for ease of Bustration; ofher commands may be valld at these Smaes

MOTE 4. BCAOTF) satting acBvated by MIENATAD = 0.1] and A12 = 0 during READ command 81 T0 and WRITE command at TG
ROTE 5 CA Parity = Disabls, C5 b3 CA Latency = Disabla, Read D8I = Diable, Writs DBI = Disable, Wyite CRC = Desabla

Figure 104. READ (BC4) OTF to WRITE (BC4) OTF with 2tCK Preamble in Same or Different
Bank Group

Ti

L

- i + [ wansmonmc nata [ cowT care

NOTE 1. BC =4, RL = 11 {CL = 11, AL = &), Read Preambla = He. WL = 90 (0L = 3+1°5 AL = 0} Weils Preambls = He.
ROTE 2 Dot n = data-out feom olumnn, DIN b = data-in o Colamn B

NOTE 3 DES commands ane shown or saie of Busiralion; othar commands miry be vabd sl fepie s

HOTE 4 BOAOTF) setting activated by MRIJATAD =0 1] and A1Z = 0 during READ commansd o1 TD and WRITE command ol TG

HOTE & Wsen operating i 21 Write P i Mode anhwmvn-m1mmmmhmmm
HOTE & CA Parity = Disable, C5 to CA Latency = Dizable, Read DBI = , 'Werite DE] = Disable, Write R = Disable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 105. READ (BC4) Fixed to WRITE (BC4) Fixed with 1tCK Preamble in Same or
Different Bank Group

T m T& Lr ™= L] Ti0 ™ Ti2 T3 T4 s TG Ty TiE Lhb]

-

L— — L— 5 L— p— L-—
- Chocks:

lam
hreal— el [

tery
R

CMD
SO O O S S

[ R Bari

:
g

B

L . D TRANSITIONING DATA . DONT CARE

MOTE 1. BC =4 FL = 11 (CL = 11, AL = 0}, Flaead Preasbls = s WL = 9 (CWL = 5. AL = 0], Write Proamble = 1is:
MOTE 2. Dt i = daln-out Tree colsmn o, DIN B = daba-in b ool B

MOTE 3. DES commands are shown lor sase of Bustration; other commands may be valld al these mes

MOTE 4. BCA(Fioed) satting sciivated by MAMNATAD = 1.0]

MOTE & CA Party = Disabla, 5 to CA Laiency = Disabls, Fead D81 = Disable, Weite 081 = Disable, Weite CRC = Disable

Figure 106. READ (BC4) Fixed to WRITE (BC4) Fixed with 2tCK Preamble in Same or
Different Bank Group
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ROTE 1, 86 = 4, AL = 11 {EL = 11, AL = D). Anad Proambie = S, WL = 19 6V, = 8=175, AL = 0] Vils Proambie = N

ROTE 2. Dow n = ditla-ou froem golrre o, D9 B = G610 b0 Cobemen D

ROTE } DES commants st saows oy edbe o Busitaton, oiver COMmmasds may e vabd 3 Pets Bnes

ROTE 4. BCAFoed) sefing schvalied by MROGA 120 = 10§

ROTE § Whan operating in 21, Weils Proambla Mods, CWL munl be programmssd 1o 8 wakss of lsan! 1| clock greater Ban S kessal CWL satling
WOTE & CA Parey = Deaabie {5 ie CA Latescy = Desabie Fosd D83 = Deaabie Wele D81 = Disable, 'Wine CRC = Drable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 107. READ (BL8) to READ (BC4) OTF with 1tCK Preamble in Different Bank Group
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b I, o3 5 h I
i ; | T— | — - j S ey aaa’ st T

[ ] rransmosanc pata [ vowT care

ROTE 1 BL =8 AL =0, CL = 11 Preamble = 11

WOTE 2 Doad n for B) = data-cut from column n {or column b)

NOTE 3 DES commands ath ahawd 22 aais of Iusiration, other commangs may ba valid 81 Sida timed
ROTE 4 BLA sotiing activated by MRO[AT-AS = §:1] and A12 = 1 duing READ command at T

BT saiting sctivated By MROI[AT.A0 = 0:1) and A12 = 0 during READ command at T4

MOTE & CA Farity = Disabda, C5 1o CA Lalency = Disabls, Head DB = Dinalsbe

Figure 108. READ (BL8) to READ (BC4) OTF with 2tCK Preamble in Different Bank Group

osin rg -.” _““:1 'Dg T'Il} ) I_“ . I_iz 713. ) _r_u . T.'I'i. ) T:Il;'» . 'I:1? 113 . Ti% ) T20 T-z'l

[=.9

S AR 0. 8.0 0 0 8 8 0 O O O 8 6 0 0
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Das, DOss

RL=11

D TRANSITIONING DATA . DONT CARE

—

NOTE 1, BL = & AL =0, CL = 11 Preamis = Jio

MNOTE 2 Dot n Jor b) = data=out from cokemn n {or column b)

NOTE 3 DES commands are shown for ease of Bustation; other commands mary b vakid at tese hmes

NOTE 4. BLA setting sctivated by MANATAD = 001] and A12 = 1 during READ command a1t T0. BCA setting scthvated by MRD(ATAS = 1] and A12 = 0 during READ command at T4
MOTE 5 CA Parity = Digabls. C5 83 CA Latency = Disabin, Fesd DE = Digakla
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 109. READ (BC4) to READ (BL8) OTF with 1tCK Preamble in Different Bank Group

TiE
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7 T8 ™ T ™ T12 T3 Ti4 TiE

— " D TRAMSITIONING DATA . DOKT CARE

HOTE 1. BC = 4, AL = 11 {CL =11, AL = 0}, Foeed Prasamble = 11z WL = 9 (CWL = 5. AL = ). Write Praamble = Tl

HOTE 2, Dout n = daks-oul from column n, DIM b = daia-in fo column b,

HOTE 3. DES commansds are shown for sase of Baesiration; other commands may bo valld al these Smas

HOTE 4. BCA[OTF) setting sctivated by MRO[ATAD = 001] and A1Z = 0 during READ command a1 T and WRITE command at TG
HWOTE 5, CA Parity = Disable, C5 10 CA Latency = Disabse, Read D8I = Disable_ Wiite D8I = Disablo, Write CRC = Disable

Figure 110. READ (BC4) to READ (BL8) OTF with 2tCK Preamble in Different Bank Group

TiD T21

™ T2 T3 T4 TiS TG TH7 Ti& TS
v amn arerm vy e,

e |- - L T Y f j— - - - - -

ALt | |:| TRAMSITIINING DATA . DON'T CARE

ROTE 1. BL = 8, AL =0, CL = 11 Preambls = Mo

MOTE 2 oot m (or ) = data-oul Trem coless o (or cobmn &)

HOTE 3 DES commasch ang shown for s of Bustration other commands miy be valid al thess Smes

HOTE 4. BC4 sotiing acthated by MEOA140 = 0-1] and 452 = () during READ command a1 T0. BLE setting activated by MRO[A1:&0 = 0:1) and &12 = 1 during READ command at T4.
ROTE §. CA Parity = Disable, C5 to CA Lateacy = Disable, Riad DB = Disabl
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 111. READ (BC4) to WRITE (BL8) OTF with 1tCK Preamble in Same or Different Bank
Group
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— ] D TRANSITIONING DATA . DON'T CARE

WOTE 1. BC = 4, RL = 11(CL = 11, AL = & §, Rasd Preambie = Tin, WL=SCWL=5A1 =0}, Wile Preamble = i

MOTE 2. Dout 7 = dala-put trom column n, DIN b = dala-in 1o column b

MOTE 3. DES oOmmands afe shown 107 ease of MUsIration; other Corenands may be vakd a1 these times

NOTE 4. BC4 setting activated by MROPAIAD = 001] and AN2 = 0 during READ command at TO. BLE sening activaled ty MROPATAD = 0:1] and A12 = 1 during WRITE comeand a1 T6
WOTE §. CA Party = Disabie, C5 to CA Latency = Disabie, Read DBI = Disable, Wil DBl = Disable, Wite CRG = Disable

Figure 112. READ (BC4) to WRITE (BL8) OTF with 2tCK Preamble in Same or Different Bank
Group

™ ™ T3 T4 Ti5 TiG mr

[[] mansmonm oata [ oowr cane

HOTE 1. BC =4, AL = 11 {CL = 11_ AL = 0}, Faad Prauenty = n:,._m:iu;m:!n"_m = O}, Wiita Preambls = M

MOTE 2. Dout n = data-ou from colema n, DIN b = data-in b column b

MOTE 3. DES commanda ane shown for ease of lpstration; other commands may Be valid ¢ Swria imas

HOTE 4. BCA setting acivaled by BIR0[AT AD = 0:1] and A12 = 0 during READ command al TO. BLES salting acthvaed by MRDATAD = 01] and A12 = 1 during WRITE command at TS
HOTE 5. WWhen operating in 2o Wiite Preamble Mode, CYL must be programmed o a value at least 1 clock greater than the lewest CWL satting

HOTE 6. CA Parity = Disable. C5 %o CA Lotency = Disable. Read DB = Disablie, Wiite DB = Dinabie. Write CRC = Dizsbls
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 113. READ (BL8) to WRITE (BC4) OTF with 1tCK Preamble in Same or Different Bank

Group
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I "=t ]:] TRANSITIONING DATA . DON'T CARE

NOTE 1.BL = & RL = 11{CL = 11 _ AL = 0 ). Read Proamble = To0E, WL=S(CWL=5_AL=0), Write Preamble » TICK

NOTE 2. Doul n = dala-gut frem cobese n, DIN b = dita-in 10 column b

HOTE 3. DES commands are shown for eass of Bustration; other commands may be valid at these times

NOTE & BLE satting acthvatid by MREQ(ATAD = 0] and A12 = 1 during READ command a1 T0, BCA seming acheated by MRO[ATAD = 0:1] and ATZ = 0 daring
WRITE comamand at T8

NOTE 5. CA Parity = Disable, ©3 to CA Latenscy = Disable, Read DB = Disable. Write DB = Disakde, Write CRC = Disabla

Figure 114. READ (BL8) to WRITE (BC4) OTF with 2tCK Preamble in Same or Different Bank
Group

D TRAMSITHINING DATA . DONT CAKRE

HOTE 1. BL =8 RL = 11 (CL = 11, AL = 0}, Rwad Preamsbls = s WL = 10 [CWL = $+1°5, AL = 0], Wiite Preamble = Mo

HOTE 2. Dout n = data-ouf feom column n, DM b = dats-dn b column b

HNOTE 3. DES commands afa shown fof aase of Besirasion; other commands sy be valid al thess maes

NOTE 4. BLE sotting activabed by MAD[ATAD = 0:1] and A12 = 1 during READ command at TO. BC4 setting activated by MAI[ATAD = 0:1) and A12 = 0 during WRITE command a1 T8
HOTE & Witen operating in 2io Wiite Preamble Moda, CYWL must be programmad bo a vabse at loast 1 clock greater than the lowes! CYWL seSing

HOTE 6. CA Pasity = Disabls, C5 1o CA Lalancy = Divable. Resd DB = Disable, Wite DB = Dizable, Wiite CRC = Dinalia
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Burst Read Operation followed by a Precharge

The minimum external Read command to Precharge command spacing to the same bank is equal to AL + trtp with
trTp being the Internal Read Command to Precharge Command Delay. Note that the minimum ACT to PRE timing, tras,
must be satisfied as well. The minimum value for the Internal Read Command to Precharge Command Delay is given

by trremin), A new bank active command may be issued to the same bank if the following two conditions are satisfied
simultaneously:

1. The minimum RAS precharge time (trr.min) has been satisfied from the clock at which the precharge begins.
2. The minimum RAS cycle time (trc.min) from the previous bank activation has been satisfied.

Examples of Read commands followed by Precharge are show in Read to Precharge with 1tck Preamble to Read to
Precharge with Additive Latency and 1tck Preamble.

Figure 115. READ to PRECHARGE with 1tCK Preamble
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D TRANSITIONING DATA . DONT CARE

HROTE 1 BL=8 AL =11CL =11 AL =0 ), Proamble = i leye = B e = 11

ROTE 2 Dot m = data-oul from cobemn n

MOTE 3 DES commandy ane showt o sada of Bustabsn; othed commands miy Be valid al thess Smas

MOTE 4 The exampls 533umas tass. MIN |5 satished 1 Prechargs command time{T7) and that e, MM s satisfad at tha naxd Active command Sma(T18)

MOTE 5 CA Parity = Disable, C5 %o CA Liteacy = Disable, Read DBI = Digabli

Figure 116. READ to PRECHARGE with 2tCK Preamble
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NOTE 1. BL=8 AL = 11{CL =11 AL = 0 | Prikfibde = Ple, byre = 6, les = 11

NOTE 2 Dvefl m = datm-out from codumn n

MOTE 3. DES commands ase shown for ease of Bustration, other commands may be valld at these fimes

NOTE 4. The examphy asdumas e MIN i satiafied 0 Pooching d e T7) nd thil le:. WIN is satiafied o1 the nied Actior command tisisT 15)
NOTE 5 Ca Parity = Disable, C5 to CA Latency = Disable, Read D8I = Disable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 117. READ to PRECHARGE with Additive Latency and 1tCK Preamble
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MOTE 1. BL=8 AL =20 (CL =11 AL = CL- 2}, Preamble = Tig, lage = & bgp = 11

MOTE 2. Dosl n = data-out from column n

NOTE 3 DES commands oa shown for sase of Bhusiraion. ofe Comrenandds may b valid o1 thess tmes

MAOTE 4. Tho example assumaes tng. MIN b satisfied 8 Precharge comenand SmaedT16) and that tae. MM b safisfed at the et Acthes command Sma(T2T)
MOTE & CA Parity » Disable, C5 10 CA Latency = Disable, Read D8I = Disable

Figure 118. READ with Auto Precharge and 1tCK Preamble
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D TRANSITIONING DATA . DON'T CARE

NOTE 1, BL =8 RL =11 {CL=11 AL =0 ) Prepenbly = T tyrs =6, lep = 11

WOTE 2. Dout n = data-out freen column n

HOTE 3. DES commands are shown for sase of Bustraticn; othes commands may be valid at thess times.
HOTE 4. lere = € satting acSvaled by MRED[A11:9 = 001]

MOTE 5. The sxample assumaes s MIN i satsfied ol the nod Actise command tme(T18)

MOTE &. CA Parity = Disabla, C5 1o CA Latency = Disable, Read D8I = Disable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 119. READ with Auto Precharge, Additive Latency and 1tCK Preamble
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MNOTE 1, BL =8 RL =20 (0L = 11 AL = CL- 2 ), Peambla = Tio 1IRTF = 6, lep = 11

NOTE 2. Dot n = data-cu from cokame n [] rransmoning oata [JJJj vow care
HNOTE 3 DES commands ane shoam b aase of Slusiration other commands may bein walid @i thaesi liswis.

HOTE 4, tarp = 6 sesing acthvabed by MEJA11-4 = 001)

HOTE §. The sxampls assemes BT, MIN is satisSed af e reod Actiee command Bme(T27)

NOTE 6 CA Parity = Disabde G5 80 CA Latency = Ditable, Raad DB = Disakds

Burst R ration with R DBl (D Bus Inversion

Figure 120. Consecutive READ (BL8) with 1tCK Preamble and DBI in Different Bank Group

. o e L A et T2 TR T4 e LTe LT I L L S .
' §ooh N iy o P . P ' % i ' g £
oK L amsas "....J"" "L...J-\ Gemed (el Pl - L YL N WY | NN N | R W L R W S asas
S0 0 0.8.0 606 0 06 0 0 0 60 6 0 0 0
berp gas
- o,
roce
L L= —
D05, DOSs
e r]
N
;1]
NOTE 1. 8L =& AL =0, CL = 11, Preamble = Ttae 1DB] = e D TRANSITIINING DATA . HIN'T CARE
NOTE I Dout n (2 b) = dats-gut from colume m (| of column b)

NOTE 3 DES commands. are shown for sase of Bustration; other commands may ba valid st these limes
MOTE 4. BLE satting actealid by elfses MANATAD = 03] ¢ MAMATAD  31] @nd A12 & 1 durdng READ command a1 T0 and T4
MHOTE 5. CA Parity = Disable, ©3 1o CA Latency = Disable, Read DEI = Enable
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

I . i A .
Figure 121. Consecutive READ (BL8) with 1tCK Preamble and CA Parity in Different Bank

Group
- T3 T4 TS T16 Ti7? TiE Ti3 ™ TH T22 T¥ T2
N o) . WL} | . | Py e .y ) ) ! P P i
=3 e - e - S e e - S e e ] - ot osaf (-
S 6 6.8:.080 8 6 6 8 6 O o 0O
Bank Giowp -
soon [J22) o GI u
ADOR [
RS T
AL =15
a5, Dirfw
pa
|
WOTE 1. BL=8 AL =0,CL = 11, PL = 4, (RL = CL + AL + PL = 15), Proamble = Tl D TRANSITIONING DATA . DOKT CARE

NOTE 2 Doat n {or B) = dats-pul from columin n | or column b

WOTE 3. DES commands s shown for eass of Bustration, other commdands may be valid & thess imes

HOTE 4 BLE salting aciivated by githar MEOATAD = 000] or MRO[ATAD = 001] and A12 = 1 duning READ command at TO and T4
MOTE & Ci Party =Enabls, C5 1o CA Latency = Disable, Read D8I = Disabls

Figure 122. READ (BL8) to WRITE (BL8) with 1tCK Preamble and CA parity in Same or
Different Bank Group
o ) LA TE TS Ti4 Ti6 TG mr T8 _“.1.'.151 20 ““_1_'21 T2‘2 T} T24 T

Y Y N Y Y Y N Y Y Y Y Y YT N Y Y YT N

1 ! 4

(.4 ......-'I E uu-I [ ST, S L DR S S R W L G ST WL SR W Ll S— L - et e e e e e s
s

a8 0, W 0,0 0 0 0 8 0 6 0 0 0 0 O
e el L 4 Clocks A

b R R e

L e N Druummm . DON'T CARE

NOTE 4, BEC = 4, AL = 11[CL = 11, AL = 0 ). Resd Praamble = Tty WL=S{CWL =5 AL=0), Writh Praamble = Tz
NOTE 2. Do m = data-out froem column n, Cin b = dakas-in b colemn b

NOTE 3. DES commands are abovwn for sase of Bustralion. offwe commands may ba valid ol thase Smes

NOTE 4, BCA sty gcirvabid by MRIATAD = 00 1] ansd ATS = 0 during READ commind 81 T0, BLE sefng activalad by MRO[AT.AD = 0:1] and AT = 1 duing WRITE comenand 81 T6,
NOTE & Ci Parity = Disabla, C5 1o CA Latency = Disabls, Read D8I = Disable, Write DB = Disabla, Writa CRC = Disabla
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Read to Write with Write CRC

Figure 123. READ (BL8) to WRITE (BL8 or BC4: OTF) with 1tCK Preamble and Write CRC in
Same or Different Bank Group

T2 T4

[] rransmonmes para [ vowr care
HOTE 1. BL # 8 [ or BC = 4 : OTF for Write), RL = 11 (CL = 19, AL = (), Read Preamble = 1HCE, WL=8 [CWL=8, AL=0), Wiite Preamble = Tl
NOTE 2. Dout i = dati-out rom cobesa f Din b = dati-in 80 column b

NOTE 3. DES commamds are shown for aase of Busiration; other commands may be valid at these Smaes

MNOTE 4. BLE satfing activated by sithar MBOJATAD = 00) oo MRO[A1AD = 0:1] and A12 = 1 during READ command &1 TO and Write command = T8
NOTE 5. BCJ stsng acthaatid by MRO[AT0 = 01] and A12 = D duiing Wiith commasd a1 T8

NOTE 6. CA Party = Disable, €5 o CA Lafency = Disable, Fead D8I = Disabls, Write DR = Disabls, Wiks CRC = Enable

Figure 124. READ (BC4:Fixed) to WRITE (BC4: Fixed) with 1tCK Preamble and Write CRC in
Same or Different Bank Group

Bt (Fosedl) W=

HOTE 1. BC = 4 (Feed), AL = 11 [CL = 11, AL = 0}, Rewd Prossnbls = Tie WL=9 (CWL=9, AL=0), Wrils Preamble = iz D TRAMSITIONING DATA . DON'T CARE
HOTE 2. Dout n = data-oud from column e Gin b = datadn bo column b

WOTE 3. DES commands ans shown for eaie of Bustsation, o commands may ba valid #1 thess imes

HOTE 4. BC4 safing acsvated by MROEAT A = 10]

WOTE &. CA Parity = Disable, C8 ba CA Latency = Disabla, Read D8I = Disable. Writs D81 = Disabls, Write CRC = Enabls
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Read to Read with CS to CA Latency
Figure 125. Consecutive READ (BL8) with CAL(3) and 1tCK Preamble in Different Bank
Group
- LI Te e ™ m T

CE e E — - - ; — - - - [ N W S | N ey TS’

beug =3
[
CAAD
0 Lo ) 0 60 8 6.0 0 O 8 0.0 0 &

(e [ L L]

ROTE 1 BL =8 AL =0 CL= 11 CAL = 3, Fregasbip = Tl Drmnnﬁumma .ma-ucm
HOTE I Dioul n o b) = dats-os from colurmn m (o0 cobamn b),

MOTE 3. DES commands ane sl for sats of Bustalion; offer commands: may b valid at thesa Smes

ROTE 4 BLE safing sctivatid By sithr MROIGAT.AD = (00] of MRDIATAD = 0] aesd A12 = 1 during READ comenand ol T3 and T7,

NOTE & CA Party = Disibli. C5 % CA Lilincy = Enabla, Ridd DBI = Detabla

HOTE & Ensbling of CAL mode does rat impact DDT control Smings Ulsers should maintsin the same timing relatioeship relathos 1o the commandladdress bus s when CAL is disabled

Figure 126. Consecutive READ (BL8) with CAL(4) and 1tCK Preamble in Different Bank
Group

T T T3 T4 TS TE TS mr Ti8 T3

CE R —

e L - .. L
lowg ma s =4
e 8.0 & 8 8
wig G50

ROTE 1.BL = B AL =0, CL = 11, CAL = 4, Preamble = Tty Dmmmm.mm
MOTE 2. Dot i o B = data-cut riom colemn ni (o0 colamn b,

MOTE 3. DES commands s shown for case of Bustration; other commands may be valld o these imes

MOTE 4. BLA setting acthvated by either MRATAD = 0:0] or MROPATAD = 1) and A12 = 1 during READ command a1 T4 and TE.

MOTE 5 CA Parity » Disable, CS to CA Latency = Enabla, Read DB = Disable.

HOTE & Enabiing of CAL mode does not impact OOT control Smings. Usars should maintain the samae timing relationship relatve o the command’ address bus as when CAL is dsabled
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Write Operation
L finiti

This drawing is for example only to enumerate the strobe edges that “belong” to a Write burst. No actual timing

violations are shown here. For a valid burst all timing parameters for each edge of a burst need to be satisfied (not
only for one edge - as shown).

Figure 127. Write Timing Definition and Parameters with 1tCK Preamble
T0 T T2 T7 T8 9 TI0O T T2 T3 T14

NOTE 1.BL8, WL=9(AL=0,CWL=9) D TRANSITIONING DATA - DON'T CAF
NOTE 2. Din n = data-in from column n.

NOTE 3. DES commands are shown for ease of lllustration : other commands may be valid at these times.

NOTE 4. BLS stting activated by either MRO{A1:0=00] or MR0{A1:0=01)] and A12=1 during WRITE command at T0.
NOTE 5. toass must be met at each rising clock edge.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 128. Write Timing Definition and Parameters with 2tCK Preamble

o TO T T2 8 T9 T10 T T2 T3 T4 T15

e mrmw L] a4 e preen f

anmn H - - [ [ AP
o P m:.: x-( RO EBEBER

WL= AL + CWL

t[‘.\'.}".-.'_-.[rnln]
0Qs, Das# 1.
I‘I:: ‘l- ffffffffffffff
toassinommnal) .
OGS, DOS#E . R '
& .
A
&
toassiman
DQS, DasH «
p
I.l.:
DG? '
o
Dk i
NOTE 1.BL8, WL=9 (AL=0, CWL=9) [] Transimoning paTa  [Jil] DON'T CARE
NOTE 2. Din n = data-in to colurmmn n.
NOTE 3. DES commands are shown for ease of llustration : olher commands may be valid at these times.
NOTE 4. BLB stting activated by either MRO[A1:0=00] or MRO{A1:0=01] and A12=1 during WRITE command at TO.
NOTE %. tposs must be met at each rising clock edge.
Write Data Mask

One write data mask (DM#) pin for each 8 data bits (DQ) will be supported on DDR4 SDRAMSs, consistent with the
implementation on DDR3 SDRAMs. It has identical timings on write operations as the data bits as shown above, and
though used in a unidirectional manner, is internally loaded identically to data bits to ensure matched system timing.
DM# is not used during read cycles, however, DM# of x8 bit organization can be used as TDQS during write cycles if
enabled by the MR1[A11] setting and x8 organization as DBI# during write cycles if enabled by the MR5[A11] setting.
For more detail see section "Data Mask (DM), Data Bus Inversion (DBI) and TDQS".

Table 41. Reference Voltage for tWPRE Timing Measurements

Symbol Parameter Vswl Vsw2 Unit
twere DQS, DQS# differential Write Preamble Viupitt pos X 0.1 Viupift_pos X 0.9 \Y
The method for calculating differential pulse widths for twpre2 is Same as twere.

Table 42. Reference Voltage for tWPST Timing Measurements

Symbol Parameter Vswl Vsw2 Unit

twpst DQS, DQS# differential Write Postamble Vinpit_pes X 0.9 Vinpitt_pgs X 0.1 \Y
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Write E : .

The following write timing diagram is to help understanding of each write parameter's meaning and just examples. The
details of the definition of each parameter will be defined separately.

In these write timing diagram, CK and DQS are shown aligned and also DQS and DQ are shown center aligned for
illustration purpose.

Figure 129. WRITE Burst Operation WL =9 (AL =0, CWL =9, BL8)

1 T13 Ti4 T15 Ti6

cxs T S et s T
K . ST, p— [t [\ — (- - Pt - hessed -
N D 0 0.0 6 0 O @ O 6 O 8 O
Bank Group - - - - - - -

e ) :

con [NEE) =

toeme__ il

DQs, DOSe

PSR 0 © © © €6 0 G /4

D TRANSITIONING DATA . DON'T CARE
NOTE1. BL=8 WL =9 AL = 0, CWL = 9, Preambla = 1t

NOTE 2. Din i = data-in 1o column n

NOTE 3. DES commands are shown for ease of illustration; other commands may be valid at thesa timas
NOTE 4. BLE safling activalied by edher MRO[ATAD = 000] or MRD[ATAD = 0:1] and A12 = 1 dunng WRITE command at T
NOTE 5. CA Parity = Disable, CS to CA Latency = Disabla, Write DBI = Disable.

Figure 130. WRITE Burst Operation WL =19 (AL =10, CWL =9, BL8)

o T1 T2 T T10 T 1T Tié T18 T20 T2 T3 T23

L R . _
A

Eusaa; puanas | — pasns | — pssaag | — mema

K [ — T L. E".....:' p— oot - Pumnn ot [ e - s
ouo [ e o= MK == g8 o) o) e 0
Bank Group . j ; ] ; ; i i
ADDR _ ]
woon ) _ |
: P : : AL | twest]
) ; ; B —— pasce} | . pm——
DOs, DOSe : ! ! L Y, r i
- .”. = 1& i 2 m.ﬂ' = g o l.-_gl I . B
o T - | DOEEEEENE
L _ WL = AL+ CWL =13 | . : : \
NOTE 1. BL = & WL = 18, AL = 10 (CL-1), CWL = 8, Preamble = 11z D TRANSITIONING DATA . DON'T CARE
HOTE 2. Din n = data-in 1o column n

HOTE 3. DES commands ane shown for easa of illustration, other commands may be valid at thesea limas.
HOTE 4. BLS satling activated by either MROJAT:AD = 0:0] or MRO[A1:A0 = -] and A12 = 1 dunng WRITE command at T
MOTE 5. CA Parity = Disabla, C5 to CA Latency = Desable, Wiila DBI = Disabla
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 131. Consecutive WRITE (BL8) with 1tCK Preamble in Different Bank Group

TS

NOTE 1, BL = 8, AL = 0, CWL = 5, Preamble = 1ty DTHAHHIMHGMT& .D’DH'I'EAH.E
NOTE 2. Din n {ar b) = data-in bo cobemn m {or cobem B)

NOTE 3. DES commands are shown for exe of Bustration, othes commands may be valid #1 theds times

NOTE 4. BLA sefing acivaled by sither MRO[A 140 = 3] or MRO[A1:240 = 0:1)] and A12 = 1 during WRITE command a1 T0 and T4

NOTE & ClA Parity = Disable, C5 to CUA Latency » Disable, Wiite DB| » Disable

NIOTE B, The weite sicerary lima (L) and wiite Sming paramaber {lusm) are telferenced from the sl riging clock o s the List weite data showm at T17

Figure 132. Consecutive WRITE (BL8) with 2tCK Preamble in Different Bank Group
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lcoses ) A Clocks L
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ADOR

D05, Dese

&5}

[] mansmonms oara [ vowt cane

[
HOTE 1 CES communds s thaomen for g3a4 of Supirabon, offes comimandy may b valid ol Beas ey
HOTE 4. DLE sl aecivaded by adbar MRDUA Y AL = 8] or RARURE AL = & T) ared K17 = 1 Suring WRITE commund o T3 andl T4
HOTE 5 CA Py = Diaable. 5 fo CA Lalency = Diaable. Vs DBl = Disabls

HIOTE 6. Th weril rescords’y sl | 3] ribey firwine) [ VTR Bt rase il Brd ring cloch adge afer Tt Lol e Saka hown o T1R
HIOTE T Wihas Speraing in 50K il Peaambe Mooe, Tl mosl ba progeammed 50 @ wilos o el 1 ciock Sreater Thas B owead Syl
noling ] Ls range. Tt WL =% i el allowes] whis Speraling i 2 Vinls Peaambls kMode
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 133. Nonconsecutive WRITE (BL8) with 1tCK Preamble in Same or Different Bank

Group
T T 5 T8 T Tid Ti1 T2 T3 Ti4 Ti% Ti& Ti7 Ti% Ti% TH
=] M S o R RN RN | RO - — J— £ Oy sy .
= vl '-----"ll' Teran L— - F - waas - - - L-— - S~ - - -
| i
S G 0. 8.0 0 0 0 0 0 0 0O : e 0 0 0
| 4 Clocks AL

Bari Jeoup B ac

ADDR P "
Eanit.

oor [he) n BB s

NOTE 1. BL = 8 AL = 0, CWL = 9 , Praambls = Tt loce, 20 # 5 |:| TRANSITIONING DATA . DONT CARE
NOTE 2. Din i (¢ b) = data-in to colurmi ol of cobasa B)

HOTE 3 DES commands aa shovwn Tor sase of Busiration; other commands may B valid a1 Shiae imas

NOTE 4. BLB seting activated by afther MES{A1-AD = §:0] or MAG{ATAD = &:1) and A12 = 1 during WRITE command at T8 and TS

NOTE 5 CA Parity = Disable, T3 to CA Latency = Disablle, Write D8I = Disable

NOITE 6. This wiite recovery S (laa) and weie Sming p ST o drom they el fising clock edge BNer e last wiits dats shown at T18

Figure 134. Nonconsecutive WRITE (BL8) with 2tCK Preamble in Same or Different Bank

Group
B e | s | — e [ — i [ — ame [ s |y e Ly peme [y pemen [y g |y preen | —m pmin | — i | — i | — i ] — 2
CE . f"li
S S 0,00 8 8 0 0 0 0 0 0 0 0 0 0

4 Clocks "

- A

—_— - . Drmusmm-mmm .DMTEARE

HOTE 4. BL=8 AL =0, CWL =9+ 1 = 10" Preamble = Jin: toep g, = 6

HOTE 2. Oin n [ b = dsta-in to column nf o column b)

NOTE 3. DES commands are shown for sase of Bustration; otfwr commands may be valid al these imes

NOTE 4. BLE seting activabed by eitfsis MRO[ATAD = 020 or MRDJA1TAD = 0:1] and A12 = 1 during WRITE command at T &nd T6

HNOTE 5 CA Parity = Disabla, C5 1o CA Latency = Disable, Wiite DEI = Disabla

MNOTE 6. toog g =5 lsn” 1 allowred in 21cy preamble mode

NOTE 7. Thes werite nicovery Smia (V) and wity iming padamaler () an relenenced from the Sl deing clock edge after the last wiite data ehovwn al T2

HOTE 8 Whan oparating in Sz Wrile Preamihs Mods, CWL must ba pregeammed 10 8 valos ol least 1 dock greated than the keaest CWL ssiting supporiad in tha applcabby L rangs.
That means CiL = 9 is nol allowed when operating in 200K Yrite Preambde Mode
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 135. WRITE (BC4) OTF to WRITE (BC4) OTF with 1tCK Preamble in Different Bank

Group
cim . T --.I__B ---:I? .-._I_.T.il.'l __.--.-1;11 _,---1_12 . -.-T .I:I _.-.-T 14 _."TIS __.----.I;llﬁ _(---I:” -I_.__'.'::I-ﬂ -;._.1‘19
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oo
S S 0. 8.0 8 0 0 60 60 0 60 60 6 0 0 0
lch_lL. L 4 Clocks b
e e, |
poos
| lasmg buest
e -1".....- XX v, ) N f

D THANSITIONING DATA . DONT CARE

HOTE 1. BC =4 AL = 0. CWIL =9, Preamble = 11

NOTE 2. Dim m for b) = dats-in b0 column n {or cokumn &)

NOTE 3. DES commands are shown for sase of Bustration;, othes commands may be valid at thesa times

HOTE 4, BCA salting ctivated by MROJATAD = 01] and A12 = D dufing WRITE command at T and T4

NOTE & CA Parity = Disable, C5 1o CA Lalency = Disable, Write DBl = Disable

NOTE & The wrile recoveny Bmes ) and wiite iming paramaeter {lym) ane refeenced Bom the frst rdsing clock edge afler the last weite dats shown at T1T.

Figure 136. WRITE (BC4) OTF to WRITE (BC4) OTF with 2tCK Preamble in Different Bank
Group

W= AL« S = 10

— L 8L+ OML 20 . [] mansmonme oara [ vowr care

HOTE 1. BC=4 AL =0, CWL=9+1 =107, Proamble = 2

MOTE 2. Din n o b = data-in %o column n {or column b)

NOTE 3. DES commands aeh shawn i2¢ aase of Bustration; other commands may ba valid 81 Sess times

HOTE 4. B4 satting activated by MRO[A1TAD = 0:1) and A12 = 0 during WRITE commansd at T0 and T4

NOTE § CA Parity = Disabli, C3 10 CA Latency = Disable, Wiite DBI = Dis-alble

NOTE & Tha wiili sZovedy Sma (L) and wiila ming p b {rn ) ard ol ied from tha first rising clock adge after T kst wiile dala skevwn a1 T18

HOTE 7. When operating in 21z Wiite Preamble Mode, CWL must be programmed 1o a value at least 1 dock groater than e lowest CWL setting supporied in the applicable 1o range
That maans CWL = 9 i ool sloasd whan spacating in 21z Wit Praambla Mode

NDQ48PFQv1.1-4Gb(x8)20230605 118 I N S |@ N | S



4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 137. WRITE (BC4) Fixed to WRITE (BC4) Fixed with 1tCK Preamble in Different Bank

Group
. Tu- ______ o T 4 ™ ____:r_n T4 a1 _____T:l ____1'12 ____'_r_ta ____TH ____IIE Ti6 ...I” Tig ““Iﬂ
) ) 1 ! / Famn! P
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Lo saa F Clocks [ —

e We. ]
Ao & n B

a5, Dase ]
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b =AL = EWL =8
3
[ rransmonmc oara [ vow care
NOTE 1, BC =4, AL = [, OWL = 3 Fresmbls = i
NOTE 2. Din n for b) = data-in bo cobemn m (or cobemn b)
NOTE 3. DES commands arg shown for eate of Bustiation, ofhis commands may b valid a1 Swae limes
NOTE 4. BCA seting activalnd by MROATAD = 110]
MOTE & ChA Parity = Disable, C5 o CA Latency = Disable, Wite DBl = Disable
NOTE 6. The witioe recavery tise (WR) and weite Sming p (TWTR) & red 4 feom the fiest rining clock adga afar B la st wiite dala thwn M T15
Figure 138. WRITE (BL8) to READ (BL8) with 1tCK Preamble in Different Bank Group
1] T 17 Td TS Ty T mz T3 Ti6 T L] THe T27 T2 T
CHR ey 1 ey e ey oy P pevamy] gy gy oy K Y
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4 Clocks - 1-&1-’_‘1_-2'

Bank Gooup
ADOR [ ] lﬂ'l

WL s AL s CVL =8 Rl =L = CLL = 11

D TRAMSITRONIMG DATA . [EON'T CARE

HOTE 1. BC = J4 AL = 0, CWL = 8, CL = 11, Proamble = Tt

HOTE 2 DIN n = data<is 02 cobamn njer column b). DOUT b = dats-out rem column b

NOTE 3 DES commands are sbown bor ease of Bustrafion; other commands may be valld 8 Sese times

HOTE 4. BLB sefing acthvated by aithar BIRIATAD = 0:0] or MRO[ATAD = 01] and A12 = 1 during WRITE command af TO and READ comsmand at T15

NOTE & CA Parity = Disatée, C5 10 CA Latenscy = Disable, Write DEI = Disable

NOTE & The verite Sming pasameti by ) are refaresced from the fiest ising cleck edge afer the last wilbe data shewm al T12 When AL & nof-2et0, The sxiemal ad command at T1% can b palled in by AL
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 139. WRITE (BL8) to READ (BL8) with 1tCK Preamble in Same Bank Group

Ta L Ta T 18 T T2 T3 TiE v T18 T35 T2 28 29
1 prann s s =) s v A avn . e e

aaaaa

To

c=r
=

", I3 " { Ll

S 8 0.0 0 0 0 0 0 0.0 8 0.0 0 0 O

4 Clocks 1'W|'I_I. -

e .. o . |
woon [JRER)

D5, Q5w

WL =AL=CWL =0 L=l e fl=m

NOTE 1. BL = 8, AL = 0, CWL = 8, €L = 11, Proamble = 11 [] rransmonimG onta [ vowT cane

NOTE 2. DM & = darta-in to column n (e clumn b)) DOUT B = dala-cut from column b
MATE 3. DES comenands are shown for ease of Bustration; other commands may bo valld al these bmas
NOTE 4. BLA seming activated by sither BIRDIAT A = 000 oo MRO[AT:AD = 0:1] and A12 = 1 during WRITE command a1 T0 and READ command ol T17
NOTE & CA Parity = Disabla, C5 1o CA Lstency = Disabia, Writa DB = Disabde
MOTE 6. Th write fiming p b Loy} are rah ad froam e first rising clock edge afier tha last write data shown 2t T13
When AL B fon-Eens, the dxtiimal riad command o T1T can ba pullsd in by AL

Figure 140. WRITE (BC4)OTF to READ (BC4)OTF with 1tCK Preamble in Different Bank
Group

Ti3

L=

€K

L a 0.0 0 0 0 0 0 0.8 0.0 60 0 0 0

L 4 Clocks RLTCETHN
L ) (T
vooe
AL T o e JRR P e

e AAA A R AAAAA

(4]

ROTE 1. BC =4, AL =0, CWL = §. CL = 11, Preambly = i
NOTE 2. Dim m = data-in 10 column n (or cobemn ). Dout b = dasta-out nem column b D TRANSITIONING DATA . DON'T CARE
KOTE 3 DES commands are shown for case of lestration; other commands may be valid at these imes
ROTE & BCA aatting aclvaled by MROJATAD = 0:1] and A1Z = 0 during WRITE command # T0 and READ command al T15
HOTE & & Pasity = Disable, C5 to C& Latency = Disabbe, %Write D81 = Disabla
HOTE & Tha write Bming paramatar {lym_s) are relerenced from e firsk dsing dock sdge after the List write dats shown at T13
Wi AL IS Ao Biin, the axteinal ibad command ol T15 cia b pullid ia by AL
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 141. WRITE (BC4)OTF to READ (BC4)OTF with 1tCK Preamble in Same Bank Group

T = T8 TR T T2 F:] LF-]
s ! P! L Fa ! P 1 e o i ! o Y

CK

DOE, DO

B =ALsCl 11 J

]
AN

ROTE 1. BC =4 AL =0, CWL =9, CL = 11, Preamble = iz
MOTE 2 Din n = datan 80 column n (er column b). Doul b = data-oul from cobman b DTF-'-NSI'WJNIE DATA .DEII'I'CiﬂE
MOTE ¥ DES commands are shown Tor ease of Bustration; other commands mary be valid at these tmes.
ROTE 4. BCA salting scivated by MRNATAD = §1] and A12 = 0 during WRITE command al T ssd READ command a1 TIT
MOTE & Ca Parity = Disable, C5 to CA Latency = Disable, Wiite D8I = Disabie
MOTE & The wrile timing parameler (tyre ) are referenced from the first rising dock edge after the kst write dats shown at T13
Whaen AL is noa-peco, the axtermal mead command ol T17 can b pulled in by AL

Figure 142. WRITE (BC4)Fixed to READ (BC4)Fixed with 1tCK Preamble in Different Bank
Group

T0 T T7 T8 TS Ti0 T TiZ T X T23 T24 TH TH 27 T28
- y - - — - — J— — . " jresny - -

Wil = AL+ 0V = 9

ROTE 1. BC =4, AL =0, CWL = 8, CL = 71, Preambls » Tt
MOTE 2 Din 1 = data-de 1 ol n (o0 cohumn B). Dout b = data-out fram cobiema b (] mransmonme oata [ vow care
HOTE 3 DES commands are shown for sase of Busiration; other commands mary b valid at theso tres.

HOTE 4. BC4 salting sctivated by MRMNATAD = 1:0)

HOTE 5 CA Parity = Disalble, C5 10 CA Lalency = Diaable, Write DEI = Disable

HOTE & Tha write timing parameter (kyre g} are meferenced from e Sirst rising clock edge after the last write data shown at T11

Whan AL is non-ero. T externsl resd command af T13 can bs palled in by AL
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 143. WRITE (BC4)Fixed to READ (BC4)Fixed with 1tCK Preamble in Same Bank

Group
TO Ti T T8 L] Tid Tii Ti2 T3 s Ti6 T24 T3S TG T2 Tia
oF e, [ I - N | - - o
x - L T WO N WO, W J WU U W A L S O L W WL W L W T W W
S 0. 8.0 0 0 0 0 0.8 0.0 0 0 Q0 O
2 Clocks. bwrmp e s ]
A s .. .
oo
e bors | taeng ) teoeyr
R = e X P O .|
wehoctian RS, S ) . |

(it ]

NOTE 1. BC =4 AL = @ CWL =9, CL = 11, Preambla = 1ig DTMHMMTA .DEH'I’C.AFIE

MNOTE 2. [n n = dala-in b colame o (or colusn b). Doul b = dpte-out rom coluss b

MOTE ¥ DES commands. are shown bor sase of Bestration; other commands mary bee valid at thess tmes.

MOTE 4. BCA satting sctivated by MRO[A1.AD = 1:0]

MOTE & CA Panity = Dinabls, CS 10 CA Latency = Deasbde. Wiits D8I = Disable

MOTE & Thae werite fiming paramsfer (Bars ) arn referenced from the first rising clock edge after the Last wiite data shown at T11
When AL is non-zars, B externsl resd command at T15 can be pulled in by AL

Figure 144. WRITE (BL8) to WRITE (BC4) OTF with 1tCK Preamble in Different Bank Group

e S, | N SRS | SR | SN . L) N L S L S| S} B L) I} L | I |
=3 e W LN, ST, I W) O T | WO, W, T S - L W - - — ."1-..-"- —
lavm
LAl 0. 8.0 0 0 8 0 0 8 O m W o 0
lecp 54 b o b

[[] ransmonme vata [ vowr cane

MOTE 1. BL =8/ BC = 4, AL = 0, CWL = 9, Praamble = Ticx

MOTE 2. Din n (0w b) = data-in 8o codumn n {or column bl

MOTE 3 DES commands dee shaws b saie of Bairation, othad commands sy ba vald sl thike Smes

ROTE 4. BLE sofiing activated by MROA1AS = 0:1] and 412 =1 during WRITE command ai T0, BCA sefing acivaied by MEO{A1-AD = 001] and A1F =0 during WRITE command at T4
MOTE & CA Parity = Disable, C5 10 CA Lalency = Disable, Write D8I = Disable

ROTE & The wRite recewery ima (IWR) and wiite timing parssviter (TWTR) are referanced fiom the st rising dock $a5e alber thi Lisl write Data shewn at T17
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 145. WRITE (BC4)OTF to WRITE (BL8) with 1tCK Preamble in Different Bank Group

o n_om 1; i 17 Es :___15 T .r__1112 ---1.13 T TETH o ms T

=3 |- ".....-'"' L L |- |- e - e e L |- L T DL VT U T | W
lwm

e 0. 8.0 0 0 686 0 6 0 O cm h_ e 0
lr.m_s-q e N B

o (2]

ALOR (o .

luenr !

‘_‘-‘7“'.._ Cai | ey T e o pravam | p— pe, \ -

[ rransmionms nata [ oo care
NOTE 1, BL = B/ BC =4 AL =0 CWL = 3. Preamble = Tio
MNOTE 2. Dhe i for b = dada-in b colume m (or column b
NOTE 3. DES commands dee shown for e of BustrsBion, other commands may be vald at these timas
NOTE 4, BCA satting sctivated by MRD[ATAD = 001] and A12 =0 during WRITE command at T3, BLE setiing activated by MROI[AT.AD = [11] snd A2 =1 during WRITE comemand 1 T4
NOTE 5, CA Pasity = Disabla, C5 to CA Latency = Disable, Write DBI = Disable
NOTE 6. The wRite recovery time [IYWR) and write timing parametes (HWTR) ane refevenced from S Sirst rising dock edge afler the last weite data shown ol TA7

Figure 146. WRITE (BL8/BC4) OTF to PRECHARGE Operation with 1tCK Preamble

™ T TS TH0 ™ T2 T3 T4 T23 T4 T35 T
= ] N N e prram| p— i . ) e . — RN . —— . P e

v §! ! J C A i g i ¢ % ¢ )
CK T, VT U W ) WO, W W T V) | O, LA awnad| Heamead L Lo -
SO 0 0 0.0 0 0 0 0 60 0 0.0 60 0 0

WL AL CAL= 4 Clocn bam = 12 lap

Fook L) " " =

IBCAIDTY) Dpsation

D05, DOse

NOTE 1. BL = 8/BC =4 AL = 0, CWL = 9, Preamble = Tio, tee = 12
NOTE 2 b ! [[] rransmonms oara [ vow care
MOTE 3. DES commands are shown for case of Bestradion; other commands may be valid at theso e
NOTE 4. BCA setiing sctivated by MRO[AT.AD = 0:1] and A12 =0 during WRITE command at TO. BLE setting sctivated by MRO[ATAD = 0:0] or MRO[AT D = 01) and A12 =1 duing WRITE command o TO.
NOTE 5 CA Parity = Disabla, C5 10 CA Latency = Disable. 'Write DEI = Disable
MAOTE 6. Ths write recovery Sme () b referenced from the first rsing clock edge after S last wrile data shown ot T13

tiwn speecies the lask burst wribe cycle untl the prechargs command can be bsued o the semes bank
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 147. WRITE (BC4) Fixed to PRECHARGE Operation with 1tCK Preamble
T2 Ta

& T N S S, v B LW T T v e v TR MW

L= T, W Lo e’ - A, W, W, |- ORI W [P W R T r""' (O, N OO, WY W

A S 0 0 0.0 0 0 0 0 0 0 0.0 0 0 0
L WL A DAL T 1 bam = 12 1 [e=

o0
B4 Foned) Optraion:

DO%, Dase K

[e]

HOTE 1. BC =4, AL » 0, CWL = 9, Preambla = Tl tm = 12 Dtmummﬂ. .mwc.p.nz

HOTE 2. Dis & = data-in 1o column n

HOTE 3. DES commands ame shown for sase of Slustration; other commands may b valid at these times

HOTE 4. BC4 satting achvated by MADATAD = 1.10)

HOTE 5. CA Pasity = Disalds, C5 be CA Latency = Disable, Wise DEI = Disable

NOTE & Tha write recovery tim (o) s rederenced fiom the fist rising clock edge after S last wrile data shown o T11
Tom spacifies the last burs wiite cyche until the procharge command can be issued 1o the same bank

Figure 148. WRITE (BL8/BC4) OTF with Auto PRECHARGE Operation and 1tCK Preamble

oF o, T ey ot Fmy o L/ UL SN, SRS, S UL LI L) L I SN S
=] S W, D W SO & '......-"i' Cad L (- '.....r‘ el '.._..'" A '....;'.' T \ '....;1 ..... -
S 0 0 0.8 0 0 0 0 0 0 6.8 0 @ 8

L WimAl o CAL =S 1 & Clocin 1 W =13 1aw
ADDR ﬁ - =

BCAOTF i st
D8, DOEE
(et}

BLE Operaten
O05. Do
(v ]

HOTE1. BL=8/BC =4 AL = 0, CWL = 5, Preamble = Tio: WH = 12 DTIMH!ITIOHIHG DATA .DOH’T CARE

HOTE 2. Din m = data-in to column n
NOTE 3, DES commands e shown Tor sase of Bustwtion; o comenands may be valid 8 Bada times
HOTE 4. BC4 satting acthvated by MASATAD = 001) and A12 =0 during WRITE command at TO
BLE sutting sctivated by sithir MROAT.0 = 00] o« MRO[AT:0 = 0] and A12 =1 during WRITE command at T
NOTE 5, CA Pasity = Disable, C5 to CA Latency = Disable, Write DBl = Disable
HOTE &. The write recovery tme (WR) is referenced from the first rising cleck edge after the last wiite data shown at T13
WH spacias the sl burst wribe cycle wnll the prachangs command cin B ued b the same bank
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 149. WRITE (BC4) Fixed with Auto PRECHARGE Operation and 1tCK Preamble

ADDR
=) n i

B i) Optrbon

0%, DOSe TV
DG

HOTE 1. BC = 4, AL » 0, CWL = 9, Proamble = 11, WR = 12 [] rramsmosne pata [ vowr care

NOTE Z Din n = dati-in 03 column /

HOTE 3 DES commands are shown for aase of ilusiration; other commands may bo valid o these Gmos

HOTE 4. BCA sotting sctivated by MRO[A1:AD = 1:0]

HOTE & CA Parity = Disabla, CS 1o CA Lulency = Disabls, Wiits DBI = Disabls

HOTE & The wrile recovery Smae (e s referenced from e first dsing clock edge afier the last webe data shown at T11

WR apacifies the lait burst wiite cych untll the prechange command can be Bieed to the sama bank
Figure 150. WRITE (BL8/BC4) OTF with 1tCK Preamble and DBI
T T T2 T L1 T8 T ™ T11 T2 T3 T14 T15 TG T17 Ti8
e S S Fr—r . e ey o) i e P =y A
- L L -; o A A N W W OO T - - — - - fan
SEE S 0 0 6.0 6 60 0 0 6 6 0 0 0 0 0
k W= AL S D, = - o Clgeks - Ty
Bk G = be
B e e e S SR
ook PR en)
BT Opeeaion o e
005, Bose \I' . Fo £
ba
Daw
L3 Operasion

DS, Dose
Da
Dilie

MOTE 1 BL=8/BC =4 AL =0, CWL = 8, Preambie = Tio [] mansmonms oata [ oowr care

HOTE 2. Din n = datasin bo column n
ROTE 3. DES commands i shown o sase of Sluilestion, otflr communds may b valid 81 B limik
ROTE 4 BC4 saiting activated by MADATAD = 0:1] and 412 =0 duering WRITE command at TO
BLE satting sctivated by sither MRO[AT.AD » 0:0) or MROJAT:AD = 0:1] snd A12 =1 during WIRITE command a1 TO
HOTE & CA Parity = Disatls, C5 13 CA Lataney = Divable. Weith DEI = Ensbly. CRC = Digaby
ROTE & Tha write recoverny e (e o) and wite Sming paramsber {lwm.ped @re rederenced fom the fisd rising clock edge affer the Last write data shown at T13
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 151. WRITE (BC4) Fixed with 1tCK Preamble and DBI

cxn i) m T2 T3 T? Ta TS Tih ™ T2 T3 T4 15 T16 7 TS
CK - [ '....."* L - [ L - - L S R - e
bom
o S 0 0 0.0 8 O 80 0 606 6 6 Q &
L WAL DAL= LT ok [

|:| TRAMSITIONING DATA . DON'T CARE

MOTE 1. BC = 4 &L =@, CWL =9, Preamble = Tk

MNOTE 2. Din n = data-in b6 columnn

NOTE 3 DES commands atn shovwn for sasn of Bustiatisn. oftid commands may be valid ab thase tess

NOTE 4. BCA salting sdtivated by MRMATAD = 18]

MOATE 5 G Parity = Disable, G5 to CA Latency = Disable, Write DBI = Enable, GRC = Disable

MNOTE §. The wrile recovery Sime (18WR_DEI) and write Siming parameter (WA TR_DEI) are referenced from the first rising dock edge after the last write dats shown a1 T11

Figure 152. Consecutive WRITE (BL8) with 1tCK Preamble and CA Parity in Different Bank
Group

T1E

D TRAMSITIONING DATA . DOWT CARE

HOTE 1. 8L =8 AL =0, CWL =9, PL = 4, Prsambie = i

HOTE E Din nfor b) = data-in to codumn nfer column b)

MOTE 3 DES commands ae shown For sase of Bustralion ot communds may be valid 81 thess imes

MOTE 4 BLE sotting scthvabed by pither MRO[ATAD = 0:0] or MROIATAS = 0:1] and A12 =1 during WRITE command a1 T0 and T4

HOTE & Ca Parity = Enable, C5 to CA Latency = Disabde, ¥Wiile DBl = Disable.

MOTE & The write recovery e (L) and wiite iming padamaler (L) ane refemnced from the Rl rdaing dock edoe afer the last weite data shown at T21
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 153. Consecutive WRITE (BL8/BC4) OTF with 1tCK Preamble and Write CRC in Same
or Different Bank Group

o L S, L L | S | NN | I L SN ) ) SR | RO} N, SN | | S | S
CK ol Nt et M '.....-""' L— |- oadd L - |- e sl e L - - - LT T |
L Tym
o e ces M e 60 6 6 80 O “: e 08 8 0
beco sa = A & ™

D Y e R

[
AooR w0«

0Qg, DoOss

WLs AL = CHL =8

BEC = 4 (FTF}

[] mansmonme pata [ vowr care
NOTE 1. BL = &8BC = 4, AL =0, CWL = 5, Predesbls = 1 oo g = 5
MOTE 2. Din n (or b) = data-in to column n {or cobemm b)
MOTE 3. DES commands are shown for sase of Bustration; other commands may be valid at thess imes
MOTE 4, BLE sefing sctivated by either MANAT D = 00] or MAALD = 01] snd A12 = 1 during WRITE command at TD and T5,
MOTE & BC4 selting activated by MAATAD = 1] and A12 = 0 during WRITE command at T9 and T5.
MNOTE 6. C/A Parity = Disablie, G5 bo CA Latency = Disable, Write DBI = Disable. Write CRC = Enable
NOTE 7. Tl writiy necovisty Bresd (L) and wrish Sming pardmater (lyr) aee nifacenced om the et rising cock sdgs afer the lest wiite data ahown o1 T18

Figure 154. Consecutive WRITE (BC4) Fixed with 1tCK Preamble and Write CRC in Same or
Different Bank Group

™ Ti@ T11 Ti2 T3 T4 T15 Ti6 7 Tig 14 T20

D TRARSITIONING DATA . DONT CARE

MOTE 1. BL= 8 AL = 0, CWL = 9, Praamble = o boep s & 6

NOTE 2. Din n (¢ b = dade-in to column n (20 oslums B)

WOTE 3. DES commands are shown for ease of Bustration; ofhes commands may be valld at these times
NOTE 4. BCA setting sctivabed by MANATAD = 1:0) a1 T0 and TS

MOTE 5 CA Parity = Disabla, C35 1o CA Latengy = Disable, Wiite DBI = Digatls, Wiite CRC = Enable
MOTE . The wrile recovery Sme (1xs) and wiite tming paramater {lym) are referenced from the first rising dock sdge after the kst wite data shown at T16
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 155. Nonconsecutive WRITE (BL8/BC4) OTF with 1tCK Preamble and Write CRC in
Same or Different Bank Group

o] | S B T8 L L L) ™ 2 T3 Ly ne g e I§ W
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—bom |
an [ - 0 oes) = 08 0 0 0 0
loco mu =n 4 Clocks N WTR

oor =) ()
ADOR ] ']

swor ) s B8 .

DQs, Doge ."-.
BLad WA = AL+ 0V = 0
=]
W= AL = CWL =8 |
BE = 4 (TF)
o &

NOTE 1, BL = 8, AL = 0, CWL = %, Preambln = figx Leen 30, =6 |:| TRANSITIONING DATA . DON'T CARE
NOTE 2. Din n {or b) = data-in to colemn n (or colemn b)

HOTE 3. DES commands arg shewn for e of Bussialion, o coenminds may be valid 81 Shina limed

MOTE 4, BLE satting actvated by sither MEO{ATA 0 = 00 or MROJA1AD = 0:1] and A12 =1 during WRITE comemand a1 T0 and T&

HOTE 6. BC4 sefing acthvaled by MRHATAD = §-1] and 412 =0 during WRITE commansd at T0 and Té.

NOTE 6, CA Parity = Disable. T5 to ©A Latendy = Disabla, Wiite DEI = Dizable, Write CRC = Enakia

NOTE T, The write recoveny time (lwa) and write Sming paramater (kwm) are relerenced from the first rising chock edge after the last wiibe data showm at T12

Figure 156. Nonconsecutive WRITE (BL8/BC4) OTF with 2tCK Preamble and Write CRC in
Same or Different Bank Group

TiE
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Mark Greug
KDOR
KDDR

WL AL e O = D

L AL TR =

MOTE 1. BL = B AL = §, ©AL = B = 1 = 108, Praambie = Ao oo e = T
HOTE  Dan nodor by = dada-in fo colsmn adorn colussn B DTRI.HEITID_\‘G-MTA .[‘.\'.H'I’CAHI
HOTE ) DES commands are shown for ease of ilustaSion, olber commands may be vald al hese mes:
HOTE 4. BLE sefiing sdiwaled by oilber MRTEATAD = 000 or MAATAD = 801] and A1 =1 dering WRITE command ai T and T7
WOTE & DG4 falsng Botitid By MADEATAS = 301]) iid A1D = duing WIITE comimand @ T0 and TT
HOTE & CA Party = Disabls, TS o CA Lalency = Desable, Write D8I = Deable, Write CAC = Enable:
MOTE 7. Loep na & S b 1 alloasisd in 3t pracembls moda
HOTE B Tha wrile recovery Sma (TWH) and wiile ming paramsster (BVTR) ane referenced Friom e Snid nsng dock edos 2fler the sl wel daty shown o1 T2
ROTE § When Speraling i 71, Wit Prasmiis Made, CWL misl Bo Brogeammed 15 & v 5 et 1 dock geealer han M ke WL
Sty SUBDSMSY i T SOpicalin L. 10nge. Thal madr CWL = 98 nol Mkl whin Speeaing in M. \Wite Freambin Mada
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 157. (BL8/BC4) OTF/Fixed with 1tCK Preamble and Write CRC and DMin Same or
Different Bank Group

™ T16 ™ T18

1.
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Lyrn g oo pandorn ) Cospw |

[ | WAL DL SR
0a
m=3
[+ "]
BG = A [OFF P
0
IBC = & (O )
(5"

[] mransmiosmc pata [ vowr care
HWOTE 1. BL=85BC = 4, AL = & CWL = 9, Preambde = Tl

HNOTE 2. Dinn = dala-in 1o cobamn n

HOTE 3 DES commands ang shown i pass of Slustraton. other oommands may be vald ol thise times

WOTE 4, BLS setting activaled by ether MRO[A1AD = 0:0) or MRO[A1 A0 = 0:1] and 412 = 1 during WRITE command at T0
HNOTE &. BC4 sefing activated by sibes MRO[ATAD = 1:0] or MRO[ATAD = 0:1) and A12 = 0 during READ command & T
HOTE &, CA Parity = Disable, C5 10 CA Latency = Disable, Weite DEI = Disable, Wiite CRC = Enable, DM = Enable
NOTE 7. The weite secinery time (s cac_ow] and write timing pasameter (he_s oec_ oo ou) ane tifenenced fnom the first fising clock adige after the List wiite dats shown 21 T13
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Read and Write Command Interval

Table 43. Minimum Read and Write Command Timings

Bank Group Access type Timing Parameter Note
s Minimum Read to Write CL-CWL +RBL/2+ 1 tex + twere 1,2
ame
Minimum Read after Write CWL +WBL/2 + twrr L 1,3
) Minimum Read to Write CL-CWL +RBL/2+ 1 tex + twere 1,2
Different
Minimum Read after Write CWL +WBL /2 +twrr s 1,3

Note 1. These timings require extended calibrations times tzqin: and tzqcs.
Note 2. RBL: Read burst length associated with Read command

RBL = 8 for fixed 8 and on-the-fly mode 8

RBL = 4 for fixed BC4 and on-the-fly mode BC4
Note 3. WBL: Write burst length associated with Write command

WBL = 8 for fixed 8 and on-the-fly mode 8 or BC4

WBL = 4 for fixed BC4 only

ite Timing Violati

The following write timing diagram is to help understanding of each write parameter's meaning and just examples. The
details of the definition of each parameter will be defined separately.

Motivation

Generally, if Write timing parameters are violated, a complete reset/initialization procedure has to be initiated to make
sure that the DRAM works properly. However, it is desirable, for certain violations as specified below, the DRAM is
guaranteed to not “hang up” and that errors are limited to that particular operation.

For the following, it will be assumed that there are no timing violations with regards to the Write command itself
(including ODT, etc.) and that it does satisfy all timing requirements not mentioned below.

Data Setup and Hold Offset Violations

Should the data to strobe timing requirements (tbgs_off, tbQH_off, tpQs_dd_off, tpQH_dd_off) be violated, for any of the strobe
edges associated with a write burst, then wrong data might be written to the memory locations addressed with this
write command.

In the example (Write Burst Operation WL =9 (AL = 0, CWL = 9, BL8), the relevant strobe edges for write burst A are
associated with the clock edges: T9, T9.5, T10, T10.5, T11, T11.5, T12, T12.5.

Subsequent reads from that location might results in unpredictable read data, however the DRAM will work properly
otherwise.

Strobe and Strobe to Clock Timing Violations

Should the strobe timing requirements (toqsH, togsL, twere, twest) Or the strobe to clock timing requirements (toss, tosH,
togss) be violated for any of the strobe edges associated with a Write burst, then wrong data might be written to the
memory location addressed with the offending Write command. Subsequent reads from that location might result in
unpredictable read data, however the DRAM will work properly otherwise with the following constraints:

1) Both Write CRC and data burst OTF are disabled; timing specifications other than toosH, toost, twere, twpsT, toss, tosH,
tbgss are not violated.

2) The offending write strobe (and preamble) arrive no earlier or later than six DQS transition edges from the Write-
Latency position.

3) A Read command following an offending Write command from any open bank is allowed.

4) One or more subsequent WR or a subsequent WRA {to same bank as offending WR} may be issued tcco L later
but incorrect data could be written; subsequent WRand WRA can be either offending or non-offending writes.
Reads from these Writes may provide incorrect data.

5) One or more subsequent WR or a subsequent WRA {to a different bank group} may be issued tccp_slater but
incorrect data could be written; subsequent WR and WRA can be either offending or non-offending writes. Reads
from these Writes may provide incorrect data.

6) Once one or more precharge commands(PRE or PREA) are issued to DDR4 after offending write command and alll
banks become precharged state(idle state), a subsequent, non-offending WR or WRA to any open bank shall be
able to write correct data.
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The CRC polynomial used by DDR4 is the ATM-8 HEC, X"8+X"2+X"1+1.

A combinatorial logic block implementation of this 8-bit CRC for 72-bits of data contains 272 two-input XOR gates
contained in eight 6 XOR gate deep trees.

The CRC polynomial and combinatorial logic used by DDR4 is the same as used on GDDRS5. The error coverage from
the DDR4 polynomial used is shown in the following table.

Table 44. CRC Error Detection Coverage

Error Type Detection Capability
Random Single Bit Error 100%
Random Double Bit Error 100%
Random Odd Count Error 100%
Random one Multi-bit Ul vertical column error detection excluding DBI bits 100%

module CRC8_D72;

/I polynomial: (0 1 2 8)

/I data width: 72

/I convention: the first serial data bit is D[71]

/linitial condition all 0 implied

/""" = XOR function [7:0] nextCRC8_D72; input [71:0] Data;
input [71:0] D;

reg [7:0] CRC;

begin

D = Data,;

NewCRCJ[0] =

D[69] ~ D[68] ~ D[67] ~ D[66] ~ D[64] ~ D[63] ~ D[60] ~
D[56] ~ D[54] ~ D[53] ~ D[52] ~ D[50] ~ D[49] ~ D[48] »
D[45] ~ D[43] ~ D[40] ~ D[39] ~ D[35] ~ D[34] ~ D[31] »
D[30] ~ D[28] ~ D[23] ~ D[21] ~ D[19] ~ D[18] ~ D[16] »
D[14] ~ D[12] ~ D[8] ~ D[7] ~ D[6] ~ D[O] ;

NewCRC[1] =

D[70] ~ D[66] ~ D[65] ~ D[63] ~ D[61] ~ D[60] ~ D[57] "
D[56] ~ D[55] ~ D[52] ~ D[51] ~ D[48] ~ D[46] ~ D[45]~
D[44] ~ D[43] ~ D[41] ~ D[39] ~ D[36] ~ D[34] ~ D[32] »
D[30] ~ D[29] ~ D[28] ~ D[24] ~ D[23] ~ D[22] ~ D[21] »
D[20] ~ D[18] ~ D[17] ~ D[16] ~ D[15] ~ D[14] ~ D[13]
D[12] ~ D[9] ~ D[6] ~ D[1] ~ D[O];

NewCRC[2] =

D[71] ~ D[69] ~ D[68] ~ D[63] ~ D[62] ~ D[61] ~ D[60] *
D[58] ~ D[57] ~ D[54] ~ D[50] ~ D[48] ~ D[47] ~ D[46] "
D[44] ~ D[43] ~ D[42] ~ D[39] ~ D[37] ~ D[34] ~ D[33]*
D[29] ~ D[28] ~ D[25] ~ D[24] ~ D[22] ~ D[17] ~ D[15] *
D[13] ~ D[12] ~ D[10] ~ D[8] ~ D[6] ~ D[2] ~ D[1] " D[0];

NewCRCJ[3] =

D[70] ~ D[69] ~ D[64] ~ D[63] ~ D[62] ~ D[61] ~ D[59] *
D[58] ~ D[55] ~ D[51] ~ D[49] ~ D[48] ~ D[47] ~ D[45] "
D[44] ~ D[43] ~ D[40] ~ D[38] ~ D[35] ~ D[34] ~ D[30] ~
D[29] ~ D[26] ~ D[25] ~ D[23] ~ D[18] ~ D[16] ~ D[14]
D[13] ~ D[11] ~ D[9] ~ D[7] ~ D[3] ~ D[2] ~ D[1];

NewCRC[4] =

D[71] ~ D[70] ~ D[65] ~ D[64] ~ D[63] ~ D[62] ~ D[60] *
D[59] ~ D[56] ~ D[52] ~ D[50] ~ D[49] ~ D[48] ~ D[46] "
D[45] ~ D[44] ~ D[41] ~ D[39] ~ D[36] ~ D[35] ~ D[31] "
D[30] ~ D[27] ~ D[26] ~ D[24] ~ D[19] ~ D[17] ~ D[15]*
D[14] ~ D[12] ~ D[10] ~ D[8] ~ D[4] ~ D[3] ~ D[2];
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NewCRC[5] =

D[71] ~ D[66] ~ D[65] ~ D[64] » D[63] ~ D[61] * D[60] *
D[57] ~ D[53] ~ D[51] A D[50] » D[49] ~ D[47] * D[46] *
D[45] ~ D[42] ~ D[40] ~ D[37] ~ D[36] ~ D[32] ~ D[31]
D[28] ~ D[27] ~ D[25]  D[20] ~ D[18] ~ D[16] ~ D[15] *
D[13] ~ D[11] ~ D[9] » D[5] ~ D[4] » D[3];

NewCRC[6] =

D[67] ~ D[66] ~ D[65] » D[64] » D[62] * D[61] * D[58] *
D[54] ~ D[52] ~ D[51] » D[50] ~ D[48] » D[47] » D[46] »
D[43] ~ D[41] ~ D[38] ~ D[37] ~ D[33] A D[32] » D[29] *
D[28] ~ D[26] ~ D[21] ~ D[19] » D[17] ~ D[16] ~ D[14] *
D[12] ~ D[10] ~ D[6] * D[5] * D[4];

NewCRCI[7] =

D[68] ~ D[67] ~ D[66] ~ D[65] ~ D[63] ~ D[62] ~ D[59] *
D[55] ~ D[53] ~ D[52] ~ D[51] ~ D[49] ~ D[48] ~ D[47] "
D[44] ~ D[42] ~ D[39] ~ D[38] ~ D[34] ~ D[33] ~ D[30] *
D[29] ~ D[27] ~ D[22] ~ D[20] ~ D[18] ~ D[17] ~ D[15] *
D[13] ~ D[11] ~ D[7] ~ D[6] ~ D[5];

nextCRC8_D72 = NewCRC,;
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The Controller generates the CRC checksum and forms the write data frames as below tables.

For a x8 DRAM the controller must send 1’s in the transfer 9 if CRC is enabled and must send 1’s in transfer 8 and

transfer 9 of the DBI# lane if DBI function is enabled.

For a x16 DRAM the controller must send 1’s in the transfer 9 if CRC is enabled and must send 1’s in transfer 8 and

transfer 9 of the LDBI# and UDBI# lanes if DBI function is enabled.

The DRAM checks for an error in a received code word D[71:0] by comparing the received checksum against the

computed checksum and reports errors using the ALERT# signal if there is a mis-match.

A x8 device has a CRC tree with 72 input bits. The upper 8 bits are used if either Write DBI or DM is enabled. Note
that Write DBI and DM function cannot be enabled simultaneously. If both Write DBI and DM is disabled then the

inputs of the upper 8 bits D[71:64] are ‘1’s.

A x16 device has two identical CRC trees with 72 input bits each. The upper 8 bits are used if either Write DBI or DM
is enabled. Note that Write DBl and DM function cannot be enabled simultaneously. If both Write DBI and DM is
disabled then the inputs of the upper 8 bits [D(143:136) and D(71:64)] are ‘1’s.

A x4 device has a CRC tree with 32 input bits. The input for the upper 40 bits D[71:32] are ‘1’s.

DRAM can write data to the DRAM core without waiting for CRC check for full writes. If bad data is written to the
DRAM core then controller will retry the transaction and overwrite the bad data. Controller is responsible for data

coherency.
Table 45. CRC Data Mapping for x4 Devices, BL8
. Transfer

Function 0 1 2 3 Z 5 6 7 8 9
DQO DO D1 D2 D3 D4 D5 D6 D7 | CRCO | CRC4
DO1 D8 D9 D10 D11 D12 D13 D14 D15 | CRCI | CRC5
DQ2 D16 D17 D18 D19 D20 D21 D22 D23 | CRC2 | CRC6
DQ3 D24 D25 D26 D27 D28 D29 D30 D31 | CRC3 | CRCY

Table 46. CRC Data Mapping for x8 Devices, BL8
. Transfer

Py 0 1 2 3 Z 5 6 7 8 9
DQO DO D1 D2 D3 D4 D5 D6 D7 | CRCO 1
DO1 D8 D9 D10 DIl D12 D13 D14 D15 | CRC1 1
DQ2 D16 D17 D18 D19 D20 D21 D22 D23 | CRC2 1
DQ3 D24 D25 D26 D27 D28 D29 D30 D31 | CRC3 1
DQ4 D32 D33 D34 D35 D36 D37 D38 D39 | CRC4 1
DQ5 D40 D41 D42 D43 D44 D45 D46 D47 | CRC5 1
DQ6 D48 D49 D50 D51 D52 D53 D54 D55 | CRC6 1
DQ7 D56 D57 D58 D59 D60 D61 D62 D63 | CRCY 1

DM#DB# D64 D65 D66 D67 D68 D69 D70 D71 1 1

A x16 device is treated as two x8 devices; a x16 device will have two identical CRC trees implemented. CRC[7:0]

covers data bits D[71:0], and CRC[15:8] covers data bits D[143:72].

Table 47. CRC Data Mapping for x16 Devices, BL8

. Transfer
AL 0 1 ) 3 Z 5 6 7 8 9
DQ0 Do D1 D2 D3 D4 D5 D6 D7 | CRCO | 1
Lo} D8 D9 D0 | Dil | Diz | Di3 | D4 | D5 | CRCI | 1
DO2 D6 | D17 | D18 | D19 | D20 | D21 | D22 | D23 | CRC2 | 1
D03 D24 | D25 | D26 | D27 | D28 | D29 | D30 | D3l | CRC3 | 1
D04 D32 | D33 | D34 | D35 | D36 | D37 | D38 | D39 | CRC4 | 1
DQ5 D40 | DAL | D42 | D43 | D44 | D45 | D46 | D47 | CRC5 | 1
DO6 D48 | D49 | D50 | D61 | D52 | D53 | D54 | D55 | CRC6 | 1
DQ7 D56 | D57 | D58 | D50 | D60 | D61 | D62 | D63 | CRC7 | 1
[DM#/LDBIF D64 | D65 | D66 | D67 | D68 | D69 | D70 | D71 1 1
D08 D72 | D73 | D74 | D/5 | D76 | D77 | D78 | D79 | CRC8 | 1
DQ9 D80 | D8l | D82 | D83 | D84 | D85 | D86 | D87 | CRCO | 1
DO10 D88 | D89 | D90 | DOL | D92 | D93 | D94 | D95 |CRCIO| 1
DO11 D96 | D97 | D98 | D99 | DI00 | DI0I | D102 | D103 |CRCI1| 1
DO12 D104 | D105 | D106 | D107 | D108 | D109 | D110 | D11l |CRC1Z| 1
DO13 D112 | D113 | D114 | Dil5 | D116 | Dil7 | D118 | D119 |CRCIZ| 1
DO14 D120 | Di21 | D122 | Di23 | Di24 | D125 | D126 | D127 |CRCi4| 1
DO15 D128 | D129 | D130 | Di3l | D132 | D133 | D134 | D135 |CRCi5| 1
UDM#UDB# D136D137 D138 | DI39 | D140 D141 D142 D143 1
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CRC Error Handling
CRC Error mechanism shares the same ALERT# signal for reporting errors on writes to DRAM. The controller has no

way to distinguish between CRC errors and Command/Address/Parity errors other than to read the DRAM mode
registers. This is a very time consuming process in a multi-rank configuration.

To speed up recovery for CRC errors, CRC errors are only sent back as a pulse. The minimum pulse-width is six
clocks. The latency to ALERT# signal is defined as tcrc_aLerT in the figure below.

DRAM will set CRC Error Clear bit in A3 of MR5 to '1' and CRC Error Status bit in MPR3 of pagel to '1' upon detecting
a CRC error. The CRC Error Clear bit remains set at '1' until the host clears it explicitly using an MRS command.

The controller upon seeing an error as a pulse width will retry the write transactions. The controller understands the
worst case delay for ALERT# (during init) and can back up the transactions accordingly or the controller can be made
more intelligent and try to correlate the write CRC error to a specific rank or a transaction. The controller is also
responsible for opening any pages and ensuring that retrying of writes is done in a coherent fashion.

The pulse width may be seen longer than six clocks at the controller if there are multiple CRC errors as the ALERT# is
a daisy chain bus.

Figure 158. CRC Error Reporting

TO T4 T2 T3 T4 T5 TG Tal Tal Ta2 Ta3d Tad Tab
CHE
pa (0,0 (O () O () (S 0 CRG ALERT_Piimas) "
{ lemc uenr CRC ALERT_PWimin}
Aborts | ¢

i Tme ereak [} oon't care

NOTE 1. CRC ALERT_PW IS Specified from the point Whare the DRAM starts to drive the signal low lo the point whare the DRAM driver releasas and the
controller stars to pull the signal up.

Table 48. CRC Error Timing Parameters

Symbol Parameter Min. Max. Unit
{CRC_ALERT CRC error to ALERT# Latency - 13 ns
CRC ALERT_PW [CRC ALERT_PW 6 10 tck
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CRC Frame Format with BC4
DDR4 SDRAM supports CRC function for Write operation for Burst Chop 4 (BC4). The CRC function is programmable
using DRAM mode register and can be enabled for writes.

When CRC is enabled the data frame length is fixed at 10Ul for both BL8 and BC4 operations. DDR4 SDRAM also
supports burst length on the fly with CRC enabled. This is enabled using mode register.

i : :

For a x4 device, the CRC tree inputs are 16 data bits, and the inputs for the remaining bits are 1.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs to D[11:8], and so forth, for
the CRC tree.

Table 49. CRC Data Mapping for x4 Devices, BC4

Function Transfer (A2 =0)
0 1 2 3 4 5) 6 7 8 9
DQO DO D1 D2 D3 1 1 1 1 CRCO | CRC4
DQ1 D8 D9 D10 D11 1 1 1 1 CRC1 | CRC5
DQ2 D16 D17 D18 D19 1 1 1 1 CRC2 | CRC6
DQ3 D24 D25 D26 D27 1 1 1 1 CRC3 | CRCY
. Transfer (A2 =1)

Function 0 1 2 3 4 5 6 7 8 9
DQO D4 D5 D6 D7 1 1 1 1 CRCO | CRC4
DQ1 D12 D13 D14 D15 1 1 1 1 CRC1 | CRC5
DQ2 D20 D21 D22 D23 1 1 1 1 CRC2 | CRC6
DQ3 D28 D29 D30 D31 1 1 1 1 CRC3 | CRCY

For a x8 device, the CRC tree inputs are 36 data bits in transfer’s four through seven as 1’s.

When A2 = 0, the input bits D[67:64]) are used if DBI# or DM# functions are enabled; if DBI# and DM# are disabled,
then D[67:64]) are 1.

When A2 =1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs to D[11:8], and so forth, for
the CRC tree. The input bits D[71:68]) are used if DBI# or DM# functions are enabled; if DBI# and DM# are disabled,
then D[71:68]) are 1.

Table 50. CRC Data Mapping for x8 Devices, BC4

. Transfer (A2 = 0)

A 0 1 > 3 Z 5 6 7 8 9
DQO DO D1 D2 D3 1 1 1 1 CRCO 1
DO1 D8 D9 D10 D11 1 1 1 1 CRC1 1
DQ2 D16 D17 D18 D19 1 1 1 1 CRC2 1
DQ3 D24 D25 D26 D27 1 1 1 1 CRC3 1
DQ4 D32 D33 D34 D35 1 1 1 1 CRC4 1
DQ5 D40 D41 D42 D43 1 1 1 1 CRC5 1
DQ6 D48 D49 D50 D51 1 1 1 1 CRC6 1
DQ7 D56 D57 D58 D59 1 1 1 1 CRC7 1

DM#DBI# D64 D65 D66 D67 1 1 1 1 1 1

. Transfer (A2 = 1)

e 0 1 7 3 Z 5 6 7 8 9
DQO D4 D5 D6 D7 1 1 1 1 CRCO 1
DOQ1 D12 D13 D14 D15 1 1 1 1 CRC1 1
DQ2 D20 D21 D22 D23 1 1 1 1 CRC2 1
DQ3 D28 D29 D30 D31 1 1 1 1 CRC3 1
DQ4 D36 D37 D38 D39 1 1 1 1 CRC4 1
DQ5 D44 D45 D46 D47 1 1 1 1 CRC5 1
DQ6 D52 D53 D54 D55 1 1 1 1 CRC6 1
DQ7 D60 D61 D62 D63 1 1 1 1 CRC7 1

DM#DBI# D68 D69 D70 D71 1 1 1 1 1 1

NDQ48PFQv1.1-4Gb(x8)20230605 135 o



There are two identical CRC trees for x16 devices, each have CRC tree inputs of 36 bits.

When A2 = 0, input bits D[67:64] are used if DBI# or DM# functions are enabled; if DBI# and DM# are
disabled, then D[67:64] are 1s. The input bits D[139:136] are used if DBI# or DM# functions are enabled,;
if DBI# and DM# are disabled, then D[139:136] are 1s.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs for D[11:8], and
so forth, for the CRC tree. Input bits D[71:68] are used if DBI# or DM# functions are enabled; if DBI# and
DM# are disabled, then D[71:68] are 1s. The input bits D[143:140] are used if DBI# or DM# functions are
enabled;if DBI# and DM# are disabled, then D[143:140] are 1s.

Table 51. CRC Data Mapping for x16 Devices, BC4

. Transfer (A2 = 0)
Funciion 0 1 2 3 Z 5 6 7 8 9
DQO Do D1 D2 D3 1 1 1 1 CRCO | 1
DO1 D8 D9 | D10 | Dil 1 1 1 1 CRCI | 1
5Q2 D16 D17 | DI8 | D19 1 1 1 1 CRC2 | 1
D03 D24 D25 | D26 | D27 1 1 1 1 CRC3 | 1
D04 D32 D33 | D34 | D35 1 1 1 1 CRCA | 1
D05 D40 D4l | D42 | D43 1 1 1 1 CRC5 | 1
D06 D48 D49 | D50 | D51 1 1 1 1 CRC6 | 1
DQ7 D56 D57 | D58 | D59 1 1 1 1 CRC7 | 1
[DM#LDBI# D64 D65 | D66 | D67 1 1 1 1 1 1
D08 D72 D73 | D74 | D75 1 1 1 1 CRC8 | 1
DQ9 D80 D8l | D82 | D83 1 1 1 1 CRCO | 1
DO10 D88 D89 | D90 | DI1 1 1 1 1 CRCI0 | 1
DO11 D96 D97 | D98 | D99 1 1 1 1 CRCIL | 1
DO12 D104 | D105 | D106 | D107 1 1 1 1 CRC1Z | 1
DO13 Dil2z | D113 | bii4 | D115 1 1 1 1 CRCIZ | 1
DQ14 D120 | Dizi | D122 | Diz3 1 1 1 1 CRC14 [ 1
D015 D128 | D129 | D130 | D13l 1 1 1 1 CRCI5 | 1
UDM#UDB# D136 | D137 | D138 | D139 1 1 1 1 1 1
. Transfer (A2 =1)
Py 0 1 ) 3 Z 5 6 7 ) 9
DQo D4 D5 D6 D7 1 1 1 1 CRCO | 1
Lo} D12 D13 | D14 | D15 1 1 1 1 CRCI | 1
DO2 D20 D21 | D22 | D23 1 1 1 1 CRC2 | 1
D03 D28 D29 | D30 | D3l 1 1 1 1 CRC3 | 1
D04 D36 D37 | D38 | D39 1 1 1 1 CRCA | 1
D05 D44 D45 | D46 | D47 1 1 1 1 CRC5 | 1
D06 D52 D53 | D54 | D55 1 1 1 1 CRC6 | 1
DO7 D60 D61 | D62 | D63 1 1 1 1 CRC7 | 1
LDM#/LDBI# D68 D69 | D70 | D71 1 1 1 1 1 1
DO8 D76 D77 | D78 | D79 1 1 1 1 CRC8 | 1
DQ9 D84 D85 | D86 | D87 1 1 1 1 CRCO | 1
DO10 D92 D93 | D94 | D% 1 1 1 1 CRCI0 | 1
DO11 D100 | D101 | D102 | D103 1 1 1 1 CRCII | 1
DO12 D108 | D109 | D110 | Diil 1 1 1 1 CRC12 [ 1
DO13 D116 | Dii7 | Diis | D119 1 1 1 1 CRCIZ | 1
DO14 Di2d | D125 | Diz6 | Diz7 1 1 1 1 CRC14 | 1
D015 D132 | D133 | D134 | D135 1 1 1 1 CRCI5 | 1
UDM#UDB# D140 | D141 | D142 | D143 1 1 1 1 1 1
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Example shown below of CRC tree when x8 is used in BC4 mode, x4 and x16 have similar differences.
CRC equations for x8 device in BC4 mode with A2=0 are as follows:

CRCJ[0] = D[69]=1 ~ D[68]=1 ~ D[67] * D[66] * D[64] * D[63]=1 ~ D[60]=1 ~ D[56] ~ D[54]=1 ~ D[53]=1 ~ D[52]=1 ~ D[50] ~ D[49] ~
D[48] ~ D[45]=1 " D[43] * D[40] ~ D[39]=1 ~ D[35] ~ D[34] ~ D[31]=1" D[30]=1  D[28]=1  D[23]=1 ~ D[21]=1 ~ D[19] A
D[18] ~ D[16] ~ D[14]=1 ~ D[12]=1 ~ D[8] ~ D[7]=1 ~ D[6] =1 ~ D[0] ;

CRCI[1] = D[70]=1 ~ D[66] ~ D[65] ~ D[63]=1 ~ D[61]=1 ~ D[60]=1 ~ D[57] ~D[56] * D[55]=1 ~ D[52]=1 ~ D[51] ~ D[48] ~ D[46]=1 ~
D[45]=1 ~ D[44]=1 ~ D[43] ~ D[41] ~ D[39]=1 ~ D[36]=1 ~ D[34] ~ D[32] ~ D[30]=1 ~ D[29]=1 ~ D[28]=1 ~ D[24] * D[23]=1 ~
D[22]=1 ~ D[21]=1 ~ D[20]=1 ~ D[18] ~ D[17] ~ D[16] ~ D[15]=1 ~ D[14]=1 ~ D[13]=1 ~ D[12]=1 ~ D[9] * D[6]=1 ~ D[1] A
D[O];

CRC[2] = D[71]=1 ~ D[69]=1 " D[68]=1 ~ D[63]=1 ~ D[62]=1 ~ D[61]=1 " D[60]=1 ~ D[58] » D[57] ~ D[54]=1 ~ D[50] * D[48] * D[47]=1
A D[46]=1 " D[44]=1 ~ D[43] ~ D[42] ~ D[39]=1 " D[37]=1 ~ D[34] » D[33] ~ D[29]=1 ~ D[28]=1 ~ D[25] * D[24] * D[22]=1 "
D[17] ~ D[15]=1 ~ D[13]=1 ~ D[12]=1 ~ D[10] ~ D[8] ~ D[6]=1 ~ D[2] ~ D[1] ~ D[0];

CRCJ[3] = D[70]=1 ~ D[69]=1 ~ D[64] ~ D[63]=1 ~ D[62]=1 ~ D[61]=1 ~ D[59] ~ D[58] ~ D[55]=1 ~ D[51] » D[49] ~ D[48] » D[47]=1 ~
D[45]=1 ~ D[44]=1 ~ D[43] ~ D[40] ~ D[38]=1 ~ D[35] ~ D[34] ~ D[30]=1 * D[29]=1  D[26] ~ D[25] ~ D[23]=1 ~ D[18] » D[16]
A D[14]=1 ~ D[13]=1 ~ D[11] ~ D[9] ~ D[7]=1 ~ D[3] ~ D[2] ~D[1];

CRCI[4] = D[71]=1 ~ D[70]=1 ~ D[65] ~ D[64] ~ D[63]=1 ~ D[62]=1 ~ D[60]=1 ~ D[59] ~ D[56] ~ D[52]=1 ~ D[50] ~ D[49] ~ D[48]
D[46]=1 " D[45]=1 ~ D[44]=1  D[41] ~ D[39]=1 ~ D[36]=1 ~ D[35] ~ D[31]=1 ~ D[30]=1 ~ D[27] ~ D[26] ~ D[24] ~ D[19]
D[17] ~ D[15]=1 ~ D[14]=1 ~ D[12]=1 ~ D[10] ~ D[8] ~ D[4]=1 ~ D[3] ~ D[2];

CRCI[5] = D[71]=1 ~ D[66] ~ D[65] ~ D[64] » D[63]=1 ~ D[61]=1 ~ D[60]=1 ~ D[57] ~ D[53]=1 ~ D[51] ~ D[50] ~ D[49] * D[47]=1 ~
D[46]=1 " D[45]=1 ~ D[42] ~ D[40] ~ D[37]=1 ~ D[36]=1 ~ D[32] ~ D[31]=1  D[28]=1 ~ D[27] ~ D[25] * D[20]=1 ~ D[18]
D[16] ~ D[15]=1 ~ D[13]=1 ~ D[11] ~ D[9] ~ D[5]=1 ~ D[4]=1 ~ D[3];

CRCI[6] = D[67] ~ D[66] * D[65] ~ D[64] ~ D[62]=1 ~ D[61]=1  D[58] ~ D[54]=1 ~ D[52]=1 ~ D[51] ~ D[50] ~ D[48] ~ D[47]=1 " D[46]=1
A D[43] ~ D[41] ~ D[38]=1 ~ D[37]=1 ~ D[33] ~ D[32] ~ D[29]=1 ~ D[28]=1 ~ D[26] ~ D[21]=1 ~ D[19] ~ D[17] ~ D[16]
D[14]=1 ~ D[12]=1 ~ D[10] ~ D[6]=1 ~ D[5]=1 ~ D[4]=1;

CRC[7] = D[68]=1 ~ D[67] ~ D[66] ~ D[65] » D[63]=1 ~ D[62]=1 ~ D[59] * D[55]=1 ~ D[53]=1 ~ D[52]=1 ~ D[51] ~ D[49] ~ D[48]
D[47]=1 ~ D[44]=1 ~ D[42] ~ D[39]=1 ~ D[38]=1 ~ D[34] ~ D[33] ~ D[30]=1 ~ D[29]=1 ~ D[27] ~ D[22]=1 ~ D[20]=1 ~ D[18] A
D[17] ~ D[15] =17 D[13]=1 ~ D[11] ~ D[7]=1 ~ D[6]=1 ~ D[5]=1;

CRC equations for x8 device in BC4 mode with A2=1 are as follows:

CRC[0] =171/ D[71] ~D[70] ~ D[68] ~ 1~ 1~ D[60] ~ 1~ 1 1 ~ D[54] ~ D[53] » D[52] * 1 ~ D[47] ~ D[44] ~ 1 ~ D[39] ~ D[38] * 1" 1
A1A171AD[23]AD[22]~D[20] A1~ 1A D[12]* 11~ D[4] ;

CRC[1]=17D[70]*D[69] ~1~ 1~ 1~ D[61] ~ D[60] ~ 1~ 1~ D[55] A D[52] A1~ 1~ 1 D[47] ~ D[45] ~ 1~ 1~ D[38] ~ D[36] ~ 1 " 1
A1AD[28]A1717114D[22]~D[21] ~D[20] 1~ 1~1 1A D[13] * 1~ D[5] ~ D[4];

CRC[2]=1717171717171D[62]~D[61] 1" D[54] ~D[52]~ 1~ 11" D[47] ~ D[46] ~ 1~ 1 ~ D[38] ~ D[37] ~ 1 ~ 1 A D[29] »
D[28] 1~ D[21] A1~ 1~ 1/ D[14] ~ D12] ~1  D[6] ~ D[5] * D[4];

CRC[3]=1"1~D[68] 1”1~ 1"D[63]~D[62] 1" D[55] " D[53] ~ D[52] 1~ 1~ 1~ D[47] ~ D[44] ~ 1~ D[39]  D[38] A1~ 1
D[30] ~ D[29] A 1~ D[22] ~ D[20] ~ 1 ~ 1 A D[15] A D[13] » 1 ~ D[7] ~ D[6] ~ D[5];

CRC[4] =11~ D[69] A D[68] * 1~ 1~ 1 A D[63] ~ D[60] * 1~ D[54] A D[53] ~ D[52] # 1 "1 A 1 A D[45] ~ 1~ 1 A D[39] A1 A 1 A D[31] »
D[30]  D[28] ~ D[23] ~ D[21] A 1~ 1 A1 ~ D[14] ~ D[12] * 1 A D[7] ~ D[6];

CRC[5] = 1~ D[70] » D[69] ~ D[68] 1~ 1~ 1 A D[61] ~ 1 ~ D[55] ~ D[54] ~ D[53] * 1~ 1~ 1~ D[46] ~ D[44] ~ 1~ 1~ D[36] A1~ 1~
D[31] A D[29] * 1 A D[22] A D[20] ~ 1 ~ 1 ~ D[15] ~ D[13] A 1~ 1 A D[7];

CRCI[6] = D[71] ~ D[70] ~ D[69] A D[68] ~ 1~ 1~ D[62] ~ 1 A 1~ D[55] ~ D[54] A D[52] * 1 ~1 A D[47] ~ D[45] ~ 1 ~ 1~ D[37] ~ D[36] "1
A17D[30]~1AD[23]~D[21] " D[20] 1A 1A D[14] "1~ 1 1;

CRC[7] =1~ D[71] ~ D[70] ~ D[69] 1~ 1A D[63] A1~ 1~ 1 A D[55] » D[53] ~ D[52] * 1~ 1~ D[46] ~ 1~ 1~ D[38] A D[37] A1~ 1
D[31] A 171/ D[22] A D[21] 1" 1 AD[15] A1~ 1~ 1;

imultan DM an RC Functionali

When both DM and Write CRC are enabled in the DRAM mode register, the DRAM calculates CRC before sending
the write data into the array. If there is a CRC error, the DRAM blocks the write operation and discards the data. For a
x16, when the DRAM detects an error in CRC tree, DDR4 DRAMs may mask all DQs or half the DQs depending upon
the specific vendor implementation behavior. Both implementations are valid. For the DDR4 DRAMSs that masking half
the DQs, DQO through DQ7 will be masked if the lower byte. CRC tree had the error and DQ8 through DQ15 will be
masked if the upper byte CRC tree had the error.

The following combination of DDR4 features are prohibited for simultaneous operation:
1) MPR Write and Write CRC (Note: MPR Write is via Address pins)

Per DRAM Addressability and Write CRC (Note: Only MRS are allowed during PDA and also DQO is used for PDA
detection.)
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Post Package Repair (hPPR)

DDR4 supports Fail Row address repair as optional feature for 4Gb. Supporting hPPR is identified via datasheet and
SPD in Module so should refer to DRAM manufacturer's Datasheet. PPR provides simple and easy repair method in
the system and Fail Row address can be repaired by the electrical programming of Electrical-fuse scheme.

With hPPR, DDR4 can correct 1Row per Bank Group

Electrical-fuse cannot be switched back to un-fused states once it is programmed. The controller should prevent
unintended hPPR mode entry and repair. (i.e. Command/Address training period)

DDR4 defines two hard fail row address repair sequences and users can choose to use among those 2 command
sequences. The first command sequence uses a WRA command and ensures data retention with Refresh operations
except for the 2banks containing the rows being repaired, with BA[0] a don’t care. Second command sequence is to
use WR command and Refresh operation can’t be performed in the sequence. So, the second command sequence
doesn’t ensure data retention for target DRAM.

When hard PPR Mode is supported, entry into hPPR Mode is to be is protected through a sequential MRS guard key
to prevent unintentional hPPR programming. When soft PPR Mode, i.e. SPPR, is supported, entry into sPPR Mode is
to be protected through a sequential MRS guard key to prevent unintentional SPPR programming. The sequential
MRS guard key for hPPR mode and sPPR is the same Guard Key, i.e. hPPR/sPPR Guard Key.

The hPPR/sPPR Guard Key requires a sequence of four MRO commands to be executed immediately after entering
hPPR mode (setting MR4 bit 13 to a “1”) or immediately after entering sSPPR mode(setting MR4 bit 5 to a “1”). The
hPPR/sPPR Guard Key’s sequence must be entered in the specified order as stated and shown in the spec below.
Any interruption of the hPPR/sPPR Guard Key sequence from other MR commands or non- MR commands such as
ACT, WR, RD, PRE, REF, ZQ, NOP, RFU is not allowed. Although interruption of the hPPR/sPPR Guard Key entry is
not allowed, if the hPPR/sPPR Guard Key is not entering in the required order or is interrupted by other commands,
the hPPR Mode or sPPR Mode will not execute and the offending command terminating hPPR/sPPR Mode may or
may not execute correctly; however, the offending command will not cause the DRAM to “lock up”. Additionally, when
the hPPR or sPPR entry sequence is interrupted, subsequent ACT and WR commands will be conducted as normal
DRAM commands. If a hPPR operation was prematurely terminated, the MR4 bit 13 must be re-set “0” prior to
performing another hPPR or sPPR operation. If a SPPR operation was prematurely terminated, the MR4 bit 5 must be
re-set to “0” prior to performing another sPPR or hPPR operation. The DRAM does not provide an error indication if an
incorrect hPPR/sPPR Guard Key sequence is entered.

Table 52. hPPR and sPPR MRO Guard Key Sequences

Guard Keys | BG1:00 | BAL:0 |Al6:Al2| All A10 A9 A8 A7 A6:AO0
1St MRO 00 00 X 1 1 0 0 1 1111111
2" MRO 00 00 X 0 1 1 1 1 1111111
3 MRO 00 00 X 1 0 1 1 1 1111111
4" MRO 00 00 X 0 0 1 1 1 1111111

Note 1. BG1 is ‘Don’t Care’ in x16

Note 2. A6:A0 can be either ‘1111111’ or ‘Don’t Care’. And, it depends on vendor’s implementation. ‘1111111’ is allowed in all DDR4
density but ‘Don’t Care’ in A6:AQ is only allowed in 4Gb die DDR4 product.

Note 3. After completing hPPR and sPPR mode, MRO must be re-programmed to pre-PPR mode state if the DRAM is to be accessed.
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Eail E \dd E ir (WRA Case’
The following is procedure of hPPR with WRA command.

1. Before entering ‘hPPR’ mode, All banks must be Precharged; DBI and CRC Modes must be disabled.

2. Enable hPPR using MR4 bit “A13=1" and wait tmop.

3. Issue guard Key as four consecutive MRO commands each with a unique address field A[17:0]. Each MRO

command should space by tmop.

Issue ACT command with Fail Row address.

After trep, Issue WRA with Valid address. DRAM will consider Valid address with WRA command as ‘Don’t

Care’.

6. After WL (WL = CWL + AL + PL), All DQs of target DRAM should be low for 4tck. If high is driven to AlIDQs of
a DRAM consecutively for equal to or longer than 2tck, then DRAM does not conduct hPPR and retains data if
REF command is properly issued,; if all DQs are neither low for 4tck nor high for equal to or longer than 2tck,
then hPPR mode execution is unknown.

. Wait trem to allow DRAM repair target Row Address internally and issue PRE.

. Wait trem_exit after PRE which allow DRAM to recognize repaired Row address.

. Exit hPPR with setting MR4 bit “A13=0".

0. DDR4 will accept any valid command after trempsT.

1. In more than one fail address repair case, Repeat step 2 to 9.

o s

7
8
9
1
1

In addition to that, hPPR mode allows REF commands from PL + WL + BL/2 + twr + trp after WRA command during
trem and teempst for proper repair; provided multiple REF commands are issued at a rate of trer Or treri/2, however
back-to-back REF commands must be separated by at least treri/4 when the DRAM is in hPPR mode. Upon receiving
REF command, DRAM performs normal Refresh operation and ensure data retention with Refresh operations except
for the 2banks containing the rows being repaired, with BA[0] don’t care. Other command except REF during trem can
cause incomplete repair so no other command except REF is allowed during tram Once hPPR mode is exited, to
confirm if target row is repaired correctly, host can verify by writing data into the target row and reading it back after
hPPR exit with MR4 [A13=0] and trempsT.

Hard Fail Row Addr R ir (WR

The following is procedure of hPPR PPR with WR command.

1. Before entering hPPR mode, all banks must be precharged; DBI and CRC modes must be disabled.
2. Enable hPPR using MR4 bit “A13=1" and wait twop.

3. Issue guard Key as four consecutive MRO commands each with a unique address field A [17:0]. Each MRO
command should space by tvob.

4, Issue ACT command with row address.

5. After trep, issue WR with valid address. DRAM consider the valid address with WR command as ‘Don’t
Care’.

6. After WL (WL = CWL + AL + PL), All DQs of target DRAM should be low for 4tck. If high is driven to AlIDQs of
a DRAM consecutively for equal to or longer than first 2tck, then DRAM does not conduct hPPR and retains
data if REF command is properly issued; if all DQs are neither low for 4tck nor high for equal to or longer than
first 2tck, then hPPR mode execution is unknown.

Wait trem to allow DRAM repair target Row Address internally and issue PRE.

Wait trem_exit after PRE which allow DRAM to recognize repaired Row address.

. Exit hPPR with setting MR4 bit “A13=0".

0. DDR4 will accept any valid command after tpempsT.

1. In more than one fail address repair case, Repeat step 2 to10.

== O

In this sequence, Refresh command is not allowed between hPPR MRS entry and exit.

Once hPPR mode is exited, to confirm if target row is repaired correctly, host can verify by writing data intothe target
row and reading it back after hPPR exit with MR4 [A13=0] and trewmpsT.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 159. Hard Fail Row Repair (WRA Case)
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Figure 160. Hard Fail Row Repair (WR Case)
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Proagramming hPPR and sPPR rtin MPR 2

hPPR and sPPR is optional feature of DDR4 4Gb so Host can recognize if DRAM is supporting hPPR and
sPPR or not by reading out MPRO Page2.

MPR pageZ;

hard PPR is supported: [7] = 1 hard

PPR is not supported: [7] = 0 soft PPR

is supported: [6] = 1

soft PPR is not supported: [6] =0

Repair requires additional time period to repair Hard Fail Row Address into spare Row address and the followings are
requirement timing parameters for hPPR.

Table 53. hPPR Timing Parameters

Symbol Parameter Min. Max. Unit
tPGM hPPR Programming Time 2000 - ms
treMm_Exit | hPPR Exit Time 15 - ns
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Soft Post Package Repair (sPPR)

Soft Post Package Repair (sPPR) is a way to quickly, but temporarily, Repair a row element in a Bank Group on a
DDR4 DRAM device, contrasted to hard Post Package Repair which takes longer but is permanent repair of a row
element. There are some limitations and differences between sPPR and hPPR.

Table 54. Description and Comparison of hPPR and sPPR

Topic Soft Repair Hard Repair Note

Volatile — repair persists while |Non-Volatile — repair is SPPR cleared after power off or device
power is within operating range |permanent after the repair cycle |reset

Persistence of Repair

teem (WPPR and sPPR WL+ Atacte >2000ms(tPGM)
programming Time)

Once hPPR is used within a BG, sPPR is
no longer supported in that BG

Clearing sPPR occurs by either:

# of Repair elements 1 per BG 1 per BG

. Previous hPPR are allowed Any outstanding sPPR
Simultaneous use Of. soft before soft repair to a different |must be cleared before a (&) power down and power-up sequence
and hard repair within a BG BG hard repair or
p (b) Reset and re-initialize.
‘ 2 methods WRA
Repair Sequence 1 method — WR cmd. and WR
Bank® not having row Yes Yes, if WRA sequence; WRA sequence requires use of REF
repair retains array data No, if WR sequence commands
Bank®™ having row Yes, except for seed and No sPPR must be performed outside of REF
repair retain array data associated rows window (trrc)

Note 1. If a BA pin is defined to be an “sPPR associated row” to the seed row, both states of the BA address input are affected. For
example if BAO is selected as an “sPPR associated row” to the seed row, addresses in both BAO = 0 and BAO = 1 are equally
affected.

sPPR mode is entered in a similar fashion as hPPR, sPPR uses MR4 bit A5 while hPPR uses MR4 bit A13; sPPR
requires the same guard key sequence as hPPR to qualify the MR4 PPR entry. Prior to sPPR entry, either an hPPR
exit command or an sPPR exit command should be performed, which ever was the last PPR entry. After sPPR entry,
an ACT command will capture the target bank and target row, herein seed row, where the row repair will be made.
After treo time, a WR command is used to select the individual DRAM, through the DQ bits, to transfer the repair
address into an internal register in the DRAM. After a write recovery time and PRE command, the sSPPR mode can
be exited and normal operation can resume. The DRAM will retain the sSPPR change as long as Voo remains within
the operating region. If the DRAM power is removed or the DRAM is reset, all SPPR changes will revert to the
unrepaired state. SPPR changes must be cleared by either a power-up sequence or re-initialization by reset signal
before hPPR mode is enabled.

DDR4 sPPR can repair one row per Bank Group, however when the hPPR resources for a bank group have been
used, sPPR resources are no longer available for that bank group. If an sPPR or hPPR repair sequence is issued to
a bank group with PPR resource un-available, the DRAM will ignore the programming sequence. sPPR mode is
optional for 4Gb density DDR4 device.

The bank receiving SPPR change is expected to retain array data in all other rows except for the seed row and its
associated row addresses. If the user does not require the data in the array in the bank under sPPR repair to be
retained, then the handling of the seed row’s associated row addresses is not of interest and can be ignored. If the
user requires the data in the array to be retained in the bank under sPPR mode, then prior to executing the sPPR
mode, the seed row and its associated row addresses should be backed up and restored after sSPPR has been
completed. sPPR associated seed row addresses are specified in the table below.

Table 55. sPPR Associated Row Address

sPPR Associated Row Addresses
BAO | A6 | A15 | A4 [ A3 | A1 | A0
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

: ir of a Fall i

The following is the procedure of sSPPR with WR command. Note that during the soft repair sequence, no refresh is
allowed.

1. Before entering ‘sPPR’ mode, all banks must be Precharged; DBl and CRC Modes must be disabled.
2. Enable sPPR using MR4 bit “A5=1" and wait tmob.

3. Issue Guard Key as four consecutive MRO commands each with a unique address field A[17:0]. Each MRO
command should space by tMOD. MRO Guard Key sequence is same as hPPR.
4, Issue ACT command with the Bank and Row Fail address, Write data is used to select the individualDRAM in

the Rank for repair.

5. A WR command is issued after trcp, with valid column address. The DRAM will ignore the column address

given with the WR command.

6. After WL (WL = CWL + AL + PL), All DQs of Target DRAM should be low for 4tck. If high is driven to All

DQs of a DRAM consecutively for equal to or longer than first 2tck, then DRAM does not conduct sPPR. If

all DQs are neither low for 4tck nor high for equal to or longer than first 2tck, then SPPR mode executionis

unknown.

Wait twr for the internal repair register to be written and then issue PRE to the Bank.

Wait 20ns after PRE which allow DRAM to recognize repaired Row address.

Exit PPR with setting MR4 bit “A5=0" and wait tmop.

0. One soft repair address per Bank Group is allowed before a hard repair is required. When more thanone
sPPR request is made to the same BG, the most recently issued sPPR address would replace the early
issued one. In the case of conducting soft repair address in a different Bank Group, Repeat Step 2 to 9.
During a soft Repair, Refresh command is not allowed between sPPR MRS entry and exit.

BooN

Once sPPR mode is exited, to confirm if target row is repaired correctly, the host can verify the repair by writing
data into the target row and reading it back after SPPR exit with MR4 [A5=0].

Figure 161. Fail Row Soft PPR (WR Case)
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

On-Die Termination

ODT (On-Die Termination) is a feature of the DDR4 SDRAM that allows the DRAM to change termination resistance
for each DQ,DQS, DQS# and DM# for x8 configuration (and TDQS, TDQS# for x8 configuration, when enabled via
Al1=1 in MR1) via the ODT control pin or Write Command or Default Parking value with MR setting. The ODT feature

is designed to improve signal integrity of the memory channel by allowing the DRAM controller to independently
change termination resistance for any or all DRAM devices.

The ODT feature is turned off and not supported in Self-Refresh mode. A simple functional representation of the
DRAM ODT feature is shown below.

Figure 162. Functional Representation of ODT

vDDQ
RTT

To other circuitry
like

Switch

O DQ, DQS, DM,

The switch is enabled by the internal ODT control logic, which uses the external ODT pin and Mode Register Setting
and other control information, see below. The value of RTT is determined by the settings of mode register bits (see

Mode Register). The ODT pin will be ignored if the mode register MR1 is programmed to disable RTT_NOM (MR1 A
[10:8] = 000) and in self refresh mode.

NDQ48PFQv1.1-4Gb(x8)20230605 143

INSIGNIS



4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQ48P

QDT Mode Register and ODT State Table
The ODT Mode of DDR4 device has 4 states, Data Termination Disable, Rtr wr, Rtt_nom and Rrr_park. And the ODT

Mode is enabled if any of MR1 A[10:8] or MR2 A[10:9] or MR5 A[8:6] are non zero. When enabled, the value of Ryt is
determined by the settings of these bits.

After entering Self-Refresh mode, DRAM automatically disables ODT termination and set Hi-Z as termination state
regardless of these setting.

Controller can control each Rrr condition with WR/RD command and ODT pin.

Rrr_wr: The rank that is being written to provide termination regardless of ODT pin status (either high or low)
Rr1r_nom: DRAM turns ON Rt7_nowm if it sees ODT asserted (except ODT is disabled by MR1).

Rr1_rark: Default parked value set via MR5 to be enabled and ODT pin is driven low.

Data Termination Disable: DRAM driving data upon receiving Read command disables the termination after RL-X
and stays off for a duration of BL/2 + X clock cycles. (X is 2 for 1ltck and 3 for 2tck preamble mode).

The Rt values have the following priority:

which means if there is Write command along with ODT pin high, then DRAM turns on Rrr_wr not Rtt_nowm, and also if
there is Read command, then DRAM disables data termination regardless of ODT pin and goes into driving mode.

Data termination disable
RTT_WR

RTT_NOM

RTT_PARK

Table 56. Termination State Table

Rrr_park MR5[8:6] Rrr_nom MR1[10:8] ODT pin DRAM termination state | Note
High R11_nom 1,2

Enabled
Enabled Low Rr7_park 1,2
Disabled Don't care ® Rr7_park 1,2,3
High R17_nom 1,2

Enabled
Disabled Low Hi-Z 1,2
Disabled Don't care 2 Hi-Z 1,2,3

Note 1. When a read command is executed, DRAM termination state will be High-Z for defined period independent
of ODT pin and MR setting of Rrr_park/Rrr_nom. This is described in the ODT during Read section.

Note 2. If Rrr wris enabled, Rt ws Will be activated by write command for defined period time independent of ODT
pin and MR setting of Rrr_parc /Rt nom. This is described in the Dynamic ODT section.

Note 3. If Rrr nom MR is disabled, ODT receiver power will be turned off to save power.

NDQ48PFQv1.1-4Gb(x8)20230605

144

INSIGNIS



4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

On-die termination effective resistances are defined and can be selected by any or all of the following options:

« MR1 A[10:8] (Rtr now) - Disable, 240Q, 120Q, 80Q, 60Q, 48Q, 40Q, and 34Q.
« MR2 A[11:9] (Rt wr) - Disable, 240Q,120Q, and 80Q.
« MRS A[8:6] (Rt _rark) - Disable, 240Q, 120Q, 80Q, 60Q, 48Q, 40Q, and 34Q.

ODT is applied to the following inputs:
o x8: DQs, DM#, DQS, DQS#, TDQS, and TDQS# inputs.
On die termination effective Rtt values supported are 240, 120, 80, 60, 48, 40, 34 ohms.

Figure 163. On Die Termination
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 57. ODT Electrical Characteristics RZQ=240Q *+1% entire temperature operation
range; after proper ZQ calibration

Rrr Vout Min. Nom. Max. Unit Note
Vorde= 0.5 X Vppg 0.9 1 1.25 RzQ 1,2,3

240Q Vomdc= 0.8 X Vppo 0.9 1 1.1 RZQ 1,2,3
Vonde= 1.1 X Vopg 0.8 1 1.1 RZQ 1,2,3

Vorde= 0.5 X Vppo 0.9 1 1.25 RZQ/2| 1,2,3

1200 Vomdc= 0.8 X Vppo 0.9 1 1.1 RzZQ/2| 1,23
Vondc= 1.1 X Vppg 0.8 1 1.1 RzQ/2| 1,23

Vorde= 0.5 X Vppo 0.9 1 1.25 RZQ/3| 1,2,3

80Q Vomdc= 0.8 X Vopg 0.9 1 1.1 RZQ/3| 1,2,3
Vonde= 1.1 X Vppg 0.8 1 1.1 RzQ/3| 1,2,3

Voude= 0.5 X Vopg 0.9 1 1.25 RzQ/4| 1,23

60Q Vomdc= 0.8 X Vopg 0.9 1 1.1 RZQ/4| 1,2,3
Vondc= 1.1 X Vppg 0.8 1 1.1 RzQ/4| 1,23

Voude= 0.5 X Vopg 0.9 1 1.25 RzQ/5| 1,23

480 Vowdc= 0.8 X Vopg 0.9 1 1.1 RZQ/5| 1,2,3
Vonde= 1.1 X Vong 0.8 1 1.1 RZQ/5| 1,2,3

Vorde= 0.5 x Vg 0.9 1 1.25 RZQ/6| 1,2,3

40Q VonC= 0.8 x VDDQ 0.9 1 1.1 RZQ/G 1,2,3
Vondc= 1.1 X Voo 0.8 1 1.1 RZQ/6 1,2,3

Vorde= 0.5 X Vopg 0.9 1 1.25 RZQ/7| 1,23

34Q Vomdc= 0.8 X Vopg 0.9 1 1.1 RzQ/7| 1,23
Vondc= 1.1 X Vppg 0.8 1 1.1 RzQ/7| 1,23

DQ-DQ Mismatch within byte Vowmdc= 0.8 X Vppg 0 - 10 % | 1,2,45,6

Note 1. The tolerance limits are specified after calibration with stable voltage and temperature. For the behavior of the tolerance limits
if temperature or voltage changes after calibration, see following section on voltage and temperature sensitivity.

Note 2. Pull-up ODT resistors are recommended to be calibrated at 0.8 X Vppg. Other calibration schemes may be used to achieve the
linearity spec shown above, e.g. calibration at 0.5 x Vppgand 1.1 X Vppg.

Note 3. The tolerance limits are specified under the condition that Vppo=Vop and Vsso=Vss.

Note 4. DQ to DQ mismatch within byte variation for a given component including DQS and DQS#. (characterized)

Note 5. Rrrvariance range ratio to Rrr Nominal value in a given component, including DQS and DQS#.

) ) _ Rrrmax = Rrmmin
DQ-DQ Mismatch in a Device = —— X 100
Rrrnom

Note 6. This parameter of x16 device is specified for Upper byte and Lower byte.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Synchronous ODT Mode

Synchronous ODT mode is selected whenever the DLL is turned on and locked. Based on the power-down definition,
these modes are:

Any bank active with CKE high

Refresh with CKE high

Idle mode with CKE high

Active power-down mode (regardless of MR1 bit A10)
Precharge power-down mode

In synchronous ODT mode, Rrr_nom Will be turned on DODTLon clock cycles after ODT is sampled high by a rising
clock edge and turned off DODTLoff clock cycles after ODT is registered low by a rising clock edge. The ODT latency
is tied to the Write Latency (WL = CWL + AL + PL) by: DODTLon = WL - 2; DODTLoff = WL - 2. When operating in
2tck Preamble Mode, The ODT latency must be 1 clock smaller than in 1ltck Preamble Mode; DODTLon = WL - 3;
DODTLoff = WL - 3. (WL = CWL+AL+PL)

ODT Latency and Posted ODT

In Synchronous ODT Mode, the Additive Latency (AL) and the Parity Latency (PL) programmed into the Mode
Register MR1 applies to ODT Latencies as shown below:

Table 58. ODT Latency

Symbol Parameter 1 tck Preamble 2 tck Preamble Unit
DODTLon | Direct ODT turn on Latency CWL+AL+PL-2 CWL+AL+PL-3 te
DODTLoff | Direct ODT turn off Latency CWL+AL+PL-2 CWL+AL+PL-3 te
RODTLoff | Read command to internal ODT turn off Latency CL+AL+PL-2 CL+AL+PL-3 tex
RODTLon4 | Read command to Ryt park turn on Latency in BC4 RODTLoff + 4 RODTLoff + 5 tek
RODTLon8 | Read command to Ryt park turn on Latency in BC8/BL8 RODTLoff + 6 RODTLoOff + 7 tek

ODTH4 ODT Assertion time, BC4 mode 4 5 tex

ODTH8 | ODT Assertion time, BL8 mode 6 7 tex
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Timing E
In synchronous ODT mode, the following parameters apply:

o DODTLon, DODTLoff, RODTLoff, RODTLon4, RODTLon8, tapc (iN) (MAX).
o tapc (viny and tanc (vaxy are minimum and maximum Rrr change timing skew between different termination values.
These timing parameters apply to both the synchronous ODT mode and the data termination disable mode.

When ODT is asserted, it must remain high until minimum ODTH4 (BL = 4) or ODTH8 (BL = 8) is satisfied.
Additionally, depending on CRC or 2tck preamble setting in MRS, ODTH should be adjusted.

Figure 164. Synchronous ODT Timing Example for CWL=9, AL=0, PL=0; DODTLon=WL-2=7,;
DODTLoff=WL-2=7

T Ti T2 T3 T4 TE L1 7 T 9 T TN T2 T3 T4 TiE T16 Ti7

onT r D0 TLon = WL - 3 \ CODTLoT =W - 2
as e

RTT P pame

Ror.semt

[ TRANSITEOHING DATA

Figure 165. Synchronous ODT example with BL=4, CWL=9, AL=10, PL=0; DODTLon/off=WL-
2=17, ODTcnw=WL-2=17
™

o Jo U T@ T T8 TW TZ? ,.Im ) T36 ) LEN Tig T30 T40 "_‘!‘41 __:Mz T43
Chou I G 00 4O 4D 0 G0 4 40 ) 40 & I o & ; - e ; ; 7=
cMD
onT
OO TLotwed = DOT o4
vy [ o P il e U o e T
RTT [H— Rire s | [-— Rre_n Ry posw

[ TRansImositG DATA

ODT must be held high for at least ODTH4 after assertion (T1). ODTHis measured from ODT first registered high to

ODT first registered low, or from registration of Write command. Note that ODTH4 should be adjusted depending on
CRC or 2tCK preamble setting.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

QDT During Reads

Because

the DDR4 DRAM cannot terminate with Rt and drive with Ron at the same time; Rtr may nominally not be

enabled until the end of the postamble as shown in the example below. At cycle T25, the device turns on the
termination when it stops driving, which is determined by tnz. If the DRAM stops driving early (that is, thz is early), then
tanc (vin) timing may apply. If the DRAM stops driving late (that is, tz is late), then the DRAM complies with tapc max)

timing.
Figure 166. Example: CL=11, PL=0; AL=CL-1=10; RL=AL+PL+CL=21; CWL=9;
DODTLon=AL+CWL-2=17; DODTLoff=AL+CWL-2=17; 1tCK preamble)
i "".Tﬂ "__Ti T2 T4 TS T T Ta Tig T20 T21 T&2 T23 TZ4 TS TG T27 T8
o o1 S S Y -8 o o - - o - S o o " o o ) o o
CMD 1‘. A :
AL A
oot i
BODTLeA=RL - §F=CL+ AL 13 DODTLon = .2 — i
Das_oDT . | } ) | ﬂ-.,-._.. "'“’_—r-_# 7 ._[ Rorr won
oasan N\
B —:?:_' ?;:: '_r
Des_00T [ I| Forr s
DG
[ mhanmmosms pata
Figure 167. Example: CL=11, PL=0; AL=CL-1=10; RL=AL+PL+CL=21; CWL=9;
DODTLon=AL+CWL-2=17; DODTLoff=AL+CWL-2=17; 2tCK preamble)
o9 el M R M M QT T TH T TR A T TH TH 7 T2
CRID
oot /
TRTEY . | -
[ Tl — 0
D05 _00nT R rasms ) Resy_wios
case aYavatatay,
= —ar
D35 _0DT | Bt s
(hoa]

e, C E0 €0 C0C0 E0ED
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Dynamic ODT

In certain application cases and to further enhance signal integrity on the data bus, it is desirable that the termination
strength of the device can be changed without issuing an MRS command. This requirement is supported by the
dynamic ODT feature, described below.

The dynamic ODT mode is enabled if bit A9 or A10 of MR2 is set to 1.

o Three Ryt values are available: Rtr_nom, Rt wr, and RtT_park.
- The value for Rrr_nowm is preselected via bits MR1 A[10:8].
- The value for Rrr_wr is preselected via bits MR2 A[11:9].
- The value for Rtr_park is preselected via bits MR5 A[8:6].

« During operation without write commands, the termination is controlled as follows:
- Nominal termination strength Rtt_nom Or RTT_park IS selected.

- Rrr_nom on/off timing is controlled via ODT pin and latencies DODTLon and DODTLoff; and Rtr_park is on when
ODT is LOW.

o When a write command (WR, WRA, WRS4, WRS8, WRAS4, WRASS) is registered, and if Dynamic ODT is
enabled, the termination is controlled as follows:

- Latency ODTLcnw after the write command, termination strength Rt wr is selected.

- Latency ODTLcwn8 (for BL8, fixed by MRS or selected OTF) or ODTLcwn4 (for BC4, fixed by MRS or selected
OTF) after the write command, termination strength Rtr_wr is deselected.

- One or two clocks will be added into or subtracted from ODTLcwn8 and ODTLcwn4, depending on write CRC
Mode and/or 2 tck preamble enablement. The following table shows latencies and timing parameters which are
relevant for the on-die termination control in dynamic ODT mode.

The dynamic ODT feature is not supported in DLL-off mode. MRS command must be used to set Rtr wr, MR2 A[11:9]
= 000, to disable dynamic ODT externally.

Table 59. Latencies and timing parameters relevant for Dynamic ODT with 1tck preamble
mode and CRC disabled

Defined from

Definition for all

DDR4 speed bins Unit

Name and Description Abbr. Define to

ODT Latency for changing from
TT_PARK/ RTT_NOM to RTT_WR

ODTLcnw

Registering external
write command

Change Ryt strength from
RTT_PARK/ RTT_NOM to RTT_WR

ODTLcnw =WL - 2

tex

ODT Latency for change from ODTLcwnd Registering external [Change Ryt strengthfrom ODTLcwn4 = t

Rrr_wr 10 Ryr_park/Rrr_nom (BL = 4) CWN4 \\vrite command Rrr_wr t0 Rrr_park/R11_nom 4 + ODTLcnw oK

ODT Latency for change from ODTLewns Registering external [Change Ryt strength from ODTLcwn8 = t

Rrr_wrt0 Rrr_park/Rrr_nom (BL = 8) CWNS | \write command Rrr wrt0 Rrr_park/Rrr_nowm 6 + ODTLcnw oK
ODTLcnw : tapcmin) = 0.3

RTT change skew toc | 5DTLewn RrrVvalid tapcmaxy =0.7 fex

Table 60. Latencies and timing parameters relevant for Dynamic ODT with 1tck and 2tck

preamble mode and CRC enabled/disabled

1tck Preamble 2tck Preamble .
Symbol CRC off CRCon CRC off CRCon unit
ODTLcnw WL -2 WL -2 WL -3 WL -3 ek
ODTLcwn4 ODTLcnw +4 ODTLcnw +7 ODTLcnw +5 ODTLcnw +8 tek
ODTLcwn8 ODTLcnw +6 ODTLcnw +7 ODTLcnw +7 ODTLcnw +8 tex
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

ODT Timing Di

The following pages provide example timing diagrams.

Figure 168. ODT timing (Dynamic ODT, 1tCK preamble, CL=14, CWL=11, BL=8, AL=0, CRC

Disabled)
T16
i CHN aas s
CK S N S S T LS
CMD -
DODTLoN = WL - 2

oot / \ L

T Loy DODTLEA = Wi, -2

(1.7 S—_— - | I . e —a f— | F— .

RTT Py i mr_'.“ Fire as. R sem Rt _puin

DT Lown
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Figure 169. Dynamic ODT overlapped with Rtt_NOM (CL=14, CWL=11, BL=8, AL=0, CRC
Disabled)

TO T T2 TS T8 Tig T T2 TS TE 7 T8 T8 T20 T21 T2 T23 T24

RTT R |

Firs om Firs i
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Asynchronous ODT Mode
Asynchronous ODT mode is selected when DLL is disabled by MR1 bit AO="0’b.

In asynchronous ODT timing mode, internal ODT command is not delayed by either the Additive latency (AL) or
relative to the external ODT signal (Rtr_nom). In asynchronous ODT mode, the following timing parameters apply
taoNAs,min, maxs TAOFAS,minmax-

Minimum Rrt_nowm turn-on time (taonasmin) is the point in time when the device termination circuit leaves Rtt_park and
ODT resistance begins to change. Maximum Rtt_nowm turn on time (taonasmax) iS the point in time when the ODT
resistance is reached Rt _nowm.

taonasmin and taonasmax are measured from ODT being sampled high.

Minimum Rrt_nowm turn-off time (taorasmin) is the point in time when the devices termination circuit starts to leave
Rrr_nowm-

Maximum Rtt_nom turn-off time (taorasmax) is the point in time when the on-die termination has reached Rtr_park.
taorasmin and taorasmax are measured from ODT being sampled low.

Figure 170. Asynchronous ODT Timing on DDR4 SDRAM with DLL-off

TO ™ T2 T3 T4 TS TG Ti Tkl Tis2 Ti+d  Tivd Ti#3  Ti+6

&t CH# gmm, p rmnn -

[ AT L S, W, | W SO
CKE

L [

7“ ‘ tg
0DT s F
[T e
Il o

RTT ATT_PanK RTE_NO

Bacmincties +—a [FTrr—.

D TRANSITIONING DATA
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

ODT buffer disabled mode for Power down

DRAM does not provide Rtt_nom termination during power down when ODT input buffer deactivation mode is enabled
in MR5 bit A5. To account for DRAM internal delay on CKE line to disable the ODT buffer and block the sampled
output, the host controller must continuously drive ODT to either low or high when entering power down (from
tDODToff+1 prior to CKE low till tcroep after CKE low). The ODT signal may be floating after tcroepmin has expired. In
this mode, Rt _nom termination corresponding to sampled ODT at the input after CKE is first registered low (and taneo
before that) may be either Rtr_nom or RT7_park. tanep is equal to (WL-1) and is counted backwards from PDE.

Figure 171. ODT timing for power down entry with ODT buffer disable mode
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e tal s, la J 'y r; A ¥ J L L
':K T e - Taisan’ s’ T ey T e LT 3 ...J'\—}i:: Thisas’ e’ p—_
CHE
M,
- Rectoms R T
ooT 1'1 § ¥ bty
L [ Tagtr |
DRAM_RTT_sync - -
DLL snablod) s . T -
[ PrrT—.
DRAM RTT async L
(DL dizabled) Mrrjuma Rre poves e
==

When exit from power down, along with CKE being registered high, ODT input signal must be re-driven and
maintained low until txp is met.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

ODT Timing Definitions
I it .

Different than for timing measurements, the reference load for ODT timings is defined below

Figure 173. ODT Timing Reference Load

VDDQ
DQ, DM#
DQS, DQS#
CK, CK# — DUT
Rterm=50ohm
J’ VTT =VSSQ
V8SQ

Timing Reference Point

. finiti

Definitions for tapc, taonas and taoras are provided in the table and measurement reference settings are provided in the
subsequent. The taoc for the Dynamic ODT case and Read Disable ODT cases are represented by taoc of Direct ODT
Control case.

Table 61. ODT Timing Definitions

Symbol Begin Point Definition End Point Definition
Rising edge of CK,CK# defined by the end point of DODTLoff Extrapolated point at Vrrr_noum
faoc Rising edge of CK,CK# defined by the end point of DODTLon Extrapolated po?nt at Vssq
Rising edge of CK,CK# defined by the end point of ODTLcnw Extrapolated point at Vrrr_nom
Rising edge of CK,CK# defined by the end point of ODTLcwn4 or ODTLcwn8 Extrapolated point at Vssq
taonas  [Rising edge of CK,CK# with ODT being first registered high Extrapolated point at Vssq
taoras  |Rising edge of CK,CK# with ODT being first registered low Extrapolated point at Vrrr_nom

Table 62. Reference Settings for ODT Timing Measurements

Measured Parameter Rrr_park R11_nom Rrr_wr Vswil Vsw2 Note
thoe Disable RzQ/7 - 0.20Vv 0.40V 1,2
- RzQ/7 Hi-Z 0.20Vv 0.40V 1,3
taonas Disable RzQ/7 - 0.20Vv 0.40V 1,2
taoras Disable RzQ/7 - 0.20Vv 0.40V 1,2

Note 1. MR setting is as follows.
- MR1 A10=1, A9=1, A8=1 (Rt nom_Setting)
- MR5 A8=0, A7=0, A6=0 (RTT_PARK Settlng)
- MR2 A11=0, A10=1, A9=1 (Rrr wr Setting)
Note 2. ODT state change is controlled by ODT pin.
Note 3. ODT state change is controlled by Write Command.
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4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQ48P

Figure 174. Definition of tADC at Direct ODT Control
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Figure 175. Definition of tADC at Dynamic ODT Control
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 176. Definition of tAOFAS and tAONAS

| Rising edge of CK,CK# with Rising edge of CK,CK# With
o ODT being first registered low. ) ODT being first registered high.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 63. Absolute Maximum DC Ratings

Symbol Parameter Values Unit | Note
Vop Voltage on Vpp pin relative to Vss -0.3~15 Vv 1,3
Vopo Voltage on Vppg pin relative to Vss -0.3~15 Vv 1,3
Vep Voltage on Vpp pin relative to Vss -0.3~3.0 \Y 4

Vin, Vour | Voltage on any pin except Vgerca relative to Vss -0.3~15 \Y% 1,3,5
Tst6 Storage Temperature -55 ~100 °C 1,2

Note 1. Stresses greater than those listed under “Absolute Maximum Ratings” may cause permanent damage to the device. This is a stress rating
only and functional operation of the device at these or any other conditions above those indicated in the operational sections of this
specification is not implied. Exposure to absolute maximum rating conditions for extended periods may affect reliability.

Note 2. Storage Temperature is the case surface temperature on the center/top side of the DRAM. For the measurement conditions, please refer to
JESD51-2 standard.

Note 3. VDD and VDDQ must be within 300 mV of each other at all times; and VREFCA must be not greater than 0.6 x VDDQ, When VDD and
VDDQ are less than 500 mV; VREFCA may be equal to or less than 300 mV.

Note 4. VPP must be equal or greater than VDD/VDDQ at all times.

Note 5. Refer to overshoot area above 1.5V

Table 64. Temperature Range

Symbol Parameter Values Unit | Note
Normal
Range 0~ 85 (ET) C 1
Extended
0~95 °C 1,2
. Test
Toper Operating Temperature
Industrial
-40 ~ 95 °C 1,2
Temp
Automotive
-40 ~ 105 °C 1,2
Temp

Note 1. Operating temperature is the case surface temperature on center/top of the DRAM.
Note 2. Some applications require operation of the DRAM in the Extended Temperature Range between 85°C and 95°C case temperature. Full
specifications are guaranteed in this range, but the following additional apply.
a. Refresh commands must be doubled in frequency, therefore, reducing the Refresh interval tREFI to 3.9us. It is also possible to specify a
component with 1x refresh (tREFI to 7.8us) in the Extended Temperature Range.

Table 65. Recommended DC Operating Conditions

Symbol Parameter Min. Typ. Max. Unit | Note
Vop Supply Voltage 1.14 1.2 1.26 vV 123
VbbQ Supply Voltage for Output 1.14 1.2 1.26 vV 11,23
Vep DRAM Activating Power Supply 2.375 25 2.75 \% 3

Note 1. Under all conditions VDDQ must be less than or equal to VDD.
Note 2. VDDQ tracks with VDD. AC parameters are measured with VDD and VDDQ tied together.
Note 3. DC bandwidth is limited to 20MHz.
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AC and DC Input Measurement Levels

Table 66. Single-Ended AC and DC Input Levels for Command and Address

DDR4-2400 DDR4-2666 )
Symbol Parameter Min Max Min Max Unit | Note
: o VRercat+| vy \Y
ViH.cADCT5) DC input logic high 0.075 D TBD TBD
V . . V -
IL.CA(DCTS) DC input logic low SS VSES% TBD TBD M
V . L
I CA(AC100) AC input logic high VBE;J' Voo TBD TBD v L
V . . -
I CAACI00) AC input logic low - VgElF 80 | TBD | VY L
V .
REFCADC) Reference Voltage for ADD, CMD inputs chDX OéDlDX 8D | TRD | Y | 23

Note 1. See “Overshoot and Undershoot Specifications”

Note 2. The AC peak noise on Vrerca may not allow Veerca to deviate from Vrercapc) by more than + 1% Voo (for reference: approx.
+12mvV)

Note 3. For reference: approx. VDD/2 + 12 mV

Differential swing requirements for clock (CK — CK#)
Table 67. Differential swing requirements for clock (CK — CK#)

Symbol Parameter - DDR4-2400/2666 Unit | Note
Min. Max.
Vit Differential input high TBD - \Y 1,3
VLdiff Differential input low - TBD \Y% 1,3
VHdiff(ac) Differential input high AC 2 X (ViHac) - VREF) - Vv 2,3
V\Ldiffac) Differential input low AC - 2 X (VIH(AC) - VREF) \% 2,3

Note 1. Used to define a differential signal slew-rate.
Note 2. For CK — CK# use VIH.CA/VIL.CA(AC) of ADD/CMD and VREFCA;

Note 3. These values are not defined; however, the differential signals CK — CK#, need to be within the respective limits (Vin.caoc) maxs Vi.capcymin) for
single-ended signals as well as the limitations for overshoot and undershoot.

Single-ended requirements for differential signals

Table 68. Differential swing requirements for clock (CK — CK#)

DDR4-2400/2666 .
Symbol Parameter - Unit | Note
Min. Max.
Vsen Single-ended high-level for CK, CK# TBD - \Y, 1-3
VseL Single-ended low-level for CK, CK# - TBD \Y, 1-3

Note 1. For CK — CK# use VIH.CA/VIL.CA(AC) of ADD/CMD
Note 2. VIH.CA/VIL,CA(AC) for ADD/CMD is based on VREECA

Note 3. These values are not defined; however, the differential signals CK — CK#, need to be within the respective limits (Vin.capc) max: ViL.capcymin) for
single-ended signals as well as the limitations for overshoot and undershoot.
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Address, Command and Control Overshoot and Undershoot specifications

Table 69. AC overshoot/undershoot for Address, Command and Control pins

Ratings if Vpp equals Vpp max as defined in "Recommended DC Operating Conditions”. If Vpp is above the

recommended operating conditions, Vaos remains at Vpp absolute max as defined in “Absolute Maximum DC Ratings”

Clock Overshoot and Undershoot Specifications

Table 70. AC overshoot/undershoot specification for Clock

Symbol Parameter DDR4-2400 | DDR4-2666 | Unit | Note
Vaosp Maximum peak amplitude above Vaos 0.06 TBD \Y%
Vaos Upper boundary of overshoot area Aaos1 Vpp + 0.24 TBD \Y% 1
Vaus Maximum peak amplitude allowed for undershoot 0.30 TBD \%
Anos2 Maximum overshoot area per 1 tck above Vaos 0.0055 TBD V-ns
Anosi Maximum overshoot area per 1 tck between Vpp and Vaos 0.1699 TBD V-ns
Anus Maximum undershoot area per 1 tck below Vss 0.1762 TBD V-ns
(A0-A13, BGO, BAO-BAL, ACT#, RAS#/A16, CAS#/A15, WE#/A14, CS#, CKE, ODT)
Note 1. The value of Vaos matches Vpp absolute max as defined in “Absolute Maximum DC Ratings”. Absolute Maximum DC

Symbol Parameter DDR4-2400 | DDR4-2666 | Unit | Note

Vcosp Maximum peak amplitude above Vcos 0.06 TBD \%

Vcos Upper boundary of overshoot area Apos:1 Vpp + 0.24 TBD \Y; 1
Veus Maximum peak amplitude allowed for undershoot 0.30 TBD \Y

Acos2 Maximum overshoot area per 1 Ul above Vcos 0.0025 TBD V-ns

Acos1 Maximum overshoot area per 1 Ul between Vpp and Vpos 0.0750 TBD V-ns

Acus Maximum undershoot area per 1 Ul below Vss 0.0762 TBD V-ns

(CK, CK#)

Note 1. The value of Vcos matches Vpp absolute max as defined in “Absolute Maximum DC Ratings”. Absolute Maximum DC
Ratings if Vpp equals Vpp max as defined in "Recommended DC Operating Conditions”. If Vpp is above the
recommended operating conditions, Vcos remains at Vpp absolute max as defined in “Absolute Maximum DC Ratings”

Data, Strobe and Mask Overshoot and Undershoot Specifications

Table 71. AC overshoot/undershoot specification for Clock

Symbol Parameter DDR4-2400 | DDR4-2666 | Unit | Note

Vposp Maximum peak amplitude above Vpos 0.16 TBD \%

Vpos Upper boundary of overshoot area Aposi1 Vppo + 0.24 TBD \Y; 1
Vbus Lower boundary of undershoot area Apus1 0.30 TBD \Y 2
Vpusp Maximum peak amplitude below Vpys 0.10 TBD \%

Abos2 Maximum overshoot area per 1 Ul above Vpos 0.0100 TBD V-ns

Abos1 Maximum overshoot area per 1 Ul between Vppg and Vpos 0.0700 TBD V-ns

Acusi1 Maximum undershoot area per 1 Ul between Vssq and Vpus: 0.0700 TBD V-ns

Acus2 Maximum undershoot area per 1 Ul below Vpus 0.0100 TBD V-ns

(DQ, DQS, DQS#, DM#, DBI#)

Note 1. The value of Vpos matches (Vin, Vour) max as defined in “Absolute Maximum DC Ratings”. Absolute
Maximum DC Ratings if Vppg equals Vppg max as defined in "Recommended DC Operating Conditions”.
If Vopg is above the recommended operating conditions, Vpos remains at (Vin, Vour) max as defined in
“Absolute Maximum DC Ratings”

Note 2. The value of Vpys matches (Vin, Vour) min as defined in “Absolute Maximum DC Ratings”.
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4Gb (x8) DDR4 Synchronous DRAM

Table 72. Capacitance

512Mx8 - NDQ48P

Symbol Parameter - DDR4-2400/2666 Unit | Note
Min. Max.
Cio Input/output capacitance 0.55 1.15 pF 1,2,3
Coio Input/output capacitance delta -0.1 0.1 pF |1,2,3,11
Cobgs Input/output capacitance delta DQS and DQS# - 0.05 pF | 1,235
Ccex Input capacitance, CK and CK# 0.2 0.7 pF 1,3
Cock Input capacitance delta CK and CK# - 0.05 pF 1,3,4
Ci Input capacitance(CTRL, ADD, CMD pins only) 0.2 0.7 pF 1,3,6
Col_cTrL Input capacitance delta (All CTRL pins only) -0.1 0.1 pF |1,3,7,8
Coi_abb_cmp | Input capacitance delta (All ADD/CMD pins only) -0.1 0.1 pF |1,2,9,10
CALERT Input/output capacitance of ALERT 0.5 15 pF 1,3
Czq Input/output capacitance of ZQ - 2.3 pF | 1,3,12

Note 1. This parameter is not subject to production test. It is verified by design and characterization. The silicon only capacitance is validated by
deem bedding the package L and C parasitic. The capacitance is measured with Vpp, Vbpq, Vss, Vssq applied with all other signal pins

floating. Measurement procedure TBD.Used to define a differential signal slew-rate.

Note 2. DQ, DM#, DQS, DQS#. Although the DM pins have different functions, the loading matches DQ and DQS.
Note 3. This parameter applies to monolithic devices only; stacked/dual-die devices are not covered here.

Note 4. Absolute value CK-CK#.
Note 5. Absolute value of Cio(DQS) - Cio(DQSH#).

Note 6. C,applies to ODT, CS#, CKE, A0-A16, BAO-BA1, BGO, RAS#/A16, CAS#/A15, WE#/A14, ACT# and PAR.

Note 7. Cpi_ctr applies to ODT, CS# and CKE.
Note 8. CDLCTRL = C|(CTRL) -0.5x ( C|(CLK) + C|(CLK#)).
Note 9. Cpi_app_cwmp applies to, AO-A16, BAO-BA1, BGO, RAS#/A16, CAS#/A15, WE#/A14, ACT# and PAR.

Note 10. Cpi_app_cmp = Ci((ADD_CMD) - 0.5 x ( C(CLK) + C|(CLK#)).

Note 11. Cpio = Cio(DQ,DM) - 0.5 x (Cio(DQS) + Cio(DQSH#)).
Note 12. Maximum external load capacitance on ZQ pin: TBD pF.
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Table 73. DRAM package electrical specifications

DDR4-2400/2666
Symbol Parameter Min. Mo, Unit Note
Zo IInput/output Zpkg 45 85 W | 1,2,4510
Taio Input/output Pkg Delay 14 42 ps | 1,3,4,5,10
Lio Input/Output Lpkg - 3.3 nH 10,11
Cio Input/Output Cpkg - 0.78 pF 10,12
Ziobos DQS, DQS# Zpkg 45 85 w | 1,2510
Taopos DQS, DQS# Pkg Delay 14 42 ps 1,3,5,10
Lio pos DQS Lpkg - 33 nH 10,11
Ciobos DQS Cpkg - 0.78 pF 10,12
DZpio bos Delta Zpkg DQS, DQS# - 10 w 1,2,5,7
Drapio ngs Delta Delay DQS, DQS# - 5 ps 1,3,5,7
ZcTRL Input CTRL pins Zpkg 50 90 W | 1,2,59,10
Ta_cTrL Input CTRL pins Pkg Delay 14 42 ps | 1,3,5910
Licrre Input CTRL Lpkg - 3.4 nH 10,11
Cicrre Input CTRL Cpkg - 0.7 pF 10,12
Z\apD cMD Input- CMD ADD pins Zpkg 50 90 W 1,2,5,8,10
Taiapp_cmD Input- CMD ADD pins Pkg Delay 14 45 ps | 1,3,5,8,10
Li app cvp Input CMD ADD Lpkg - 3.6 nH 10,11
Ci app cMp Input CMD ADD Cpkg - 0.74 pF 10,12
Zex CLK# Zpkg 50 90 W | 1,250
Tdck CLK# Pkg Delay 14 42 ps 1,3,5,10
Licwk Input CLK Lpkg B, 34 nH 10,11
Cicix Input CLK Cpkg - 0.7 pF 10,12
DZpck Delta Zpkg CLK# - 10 w 1,2,5,6
Drack Delta Delay CLK# - 5 ps 1,3,5,6
Zozq ZQ Zpkg - 100 w | 1,2510
Tdo zq ZQ Delay 20 90 ps 1,3,5,10
Zo ALERT ALERT Zpkg 40 100 w 1,2,5,10
Tdo aerT ALERT Delay 20 55 ps 1,3,5,10

Note 1. This parameter is not subject to production test. It is verified by design and characterization. The package parasitic (L and C) are validated
using package only samples. The capacitance is measured with Vpp, Voo, Vss, Vssq shorted with all other signal pins floating. The
inductance is measured with Vpp, Vopg, Vss, Vssq shorted and all other signal pins shorted at the die side (not pin). Measurement procedure
TBD.

Note 2. Package only impedance (Zpkg) is calculated based on the Lpkg and Cpkg total for a given pin where:

Zpkg (total per pin) = SQRT (Lpkg/Cpkg).
Note 3. Package only delay(Tpkg) is calculated based on Lpkg and Cpkg total for a given pin where:
Tdpkg (total per pin) = SQRT (Lpkg x Cpkg).

Note 4. Z,c and Tqo applies to DQ, DM, TDQS and TDQS#.

Note 5. This parameter applies to monolithic devices only.

Note 6. Absolute value of Zck-Zcks for impedance(Z) or absolute value of Tdck-Tdck«for delay(Td).

Note 7. Absolute value of Zo(DQS)-Z,0(DQS#) for impedance(Z) or absolute value of Tqo(DQS)-Tao(DQS#) for delay(Td).

Note 8. Ziaop cvp & leADDﬁCMD applles to AO-A13, ACT#, BAO-BAl, BGO-BGl, RAS#/A16, CAS#/A].S, WE#/A14 and PAR.

Note 9. Z, CTRL& Td|_ CTRL applies to ODT, CS# and CKE.

Note 10. Package implementations shall meet spec if the Zpkg and Pkg Delay fall within the ranges shown, and the maximum Lpkg and Cpkg do
not exceed the maximum values shown.

Note 11. It is assumed that Lpkg can be approximated as Lpkg = Zo x Td.

Note 12. It is assumed that Cpkg can be approximated as Cpkg = Td/Zo.

NDQ48PFQv1.1-4Gb(x8)20230605 161



loo and Iopq Specification Parameters and Test conditions

In this chapter, lop, lpp and Ibbg measurement conditions such as test load and patterns are defined and setup and
test load for Ipp, Ipp and Ipbo Measurements are also described here.

e Ippcurrents (such as Ippo, Ippoas Ibp1s Ibpias Ibozn, lopznas Iopents Ioponts Ibp2es 1bp20s Ibpans Iopsnas lopses Ibpars lbparas
Iopaws lppawa, lopss, lopsr2: Ippsras lopens Iopse, Iooer, Iopsas Ibp7 @nd Ippg) are measured as time-averaged currents
with all Voo balls of the DDR4 SDRAM under test tied together. Any lep or lopg current is not included in lop
currents.

e |pp currents have the same definition as lop except that the current on the Vep supply is measured.

e Ippg currents (such as lopgant and Iopgsr) are measured as time-averaged currents with all Vopg balls of the DDR4
SDRAM under test tied together. Any lop current is not included in Ibpq currents.

Attention: Ippg values cannot be directly used to calculate 10 power of the DDR4 SDRAM. They can be used to
support correlation of simulated 1O power to actual IO power. In DRAM module application, Ippg cannot be
measured separately since Vop and Vbpq are using one merged-power layer in Module PCB.

For lop, Ire and Ibpg measurements, the following definitions apply:

“0” and “LOW” is defined as Vi~ ViLacmax).
“1” and “HIGH” is defined as Vin  ViHac(min).
“MID-LEVEL” is defined as inputs are Vrer = Vop / 2.
Timings used for Iop, Ipe and Ippqg Measurement-Loop Patterns are described Timings used for Ipp, Irp and lopg
Measurement-Loop Patterns.
Basic lop, Ipp and lopg Measurement Conditions are described in: Basic lop, Ipr and Ipoo Measurement Conditions.
e Detailed Iop, I and Iopq are described in table: lopo, Ibboa and lpro Measurement-Loop Pattern through Ipp7
Measurement-Loop Pattern.
e Ipp Measurements are done after properly initializing the DDR4 SDRAM. This includes but is not limited to setting:
- Ron = RZQ/7 (34 Ohm in MR1);
- Rt1_nom = RZQ/6 (40 Ohm in MR1);
- Rtr_.wr = RZQ/2 (120 Ohm in MR2);
- Rtr_prark = Disable;
- Qoff = 0B (Output Buffer enabled) in MR1
- TDQS disabled in MR1;
- CRC disabled in MR2;
- CA parity feature disabled in MR5;
- Gear down mode disabled in MR3;
- Read/Write DBI disabled in MR5;
- DM disabled in MR5
e Attention: The Ipp, Irr and Iopge Measurement-Loop Patterns need to be executed at least one time before actual lop
or Ibobo measurement is started.
e Define D = {CS#, ACT#, RAS#, CAS#, WE#}.= {HIGH, LOW, LOW, LOW, LOW}; apply BG/BA changes when
directed.
e Define D# = {CS#, ACT#, RAS#, CAS#, WE#}.= {HIGH, HIGH, HIGH, HIGH, HIGH}; apply invert of BG/BA
changes when directed above.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Figure 177. Measurement Setup and Test Load for IDD, IPP and IDDQ Measurements
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T

NOTE 1. DIMM level Output test load condition may be different from above.

Figure 178. Correlation from simulated Channel IO Power to actual Channel 10 Power
supported by IDDQ Measurement
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4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQ48P

Table 74. Timings used for IDD, IPP and IDDQ Measurement

Symbol DDR4-2400 DDR4-2666 Unit

tCK 0.833 0.75 ns
CL 16 19 nCK
CWL 16 18 nCK
nRCD 16 19 nCK
nRC 55 62 nCK
nRAS 39 43 nCK
nRP 16 19 nCK
x4 16 16 nCK
nFAW x8 26 28 nCK
x16 36 40 nCK
x4 4 4 nCK
NnRRDS x8 4 4 nCK
x16 7 7 nCK
x4 6 7 nCK
nRRDL x8 6 7 nCK
x16 8 9 nCK
tCCD_S 4 4 nCK
tCCD_L 6 7 nCK
tWTR_S 3 4 nCK
tWTR_L 9 10 nCK
nRFC 4Gb 313 347 nCK

NDQ48PFQv1.1-4Gb(x8)20230605 164

INSIGNIS



Table 75. Basic IDD, IPP and IDDQ Measurement Conditions

Symbol Description

Operating One Bank Active-Precharge Current (AL=0)

CKE: High; External clock: On; tCK, nRC, nRAS, CL: see IDD timing table; BL: 8%; AL: 0; CS#: High between ACT
IDDO and PRE; Command, Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop
table; Data |10: VDDQ; DM#: stable at 1; Bank Activity: Cycling with one bank active at a time: 0,0,1,1,2,2,... (see
IDD Loop table); Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at O; Pattern Details: see
IDD Loop table

Operating One Bank Active-Precharge Current (AL=CL-1)

IDDOA AL = CL-1, Other conditions: see IDDO

Operating One Bank Active-Precharge IPP Current

IPPO Same condition with IDDO

Operating One Bank Active-Read-Precharge Current (AL=0)

CKE: High; External clock: On; tCK, nRC, nRAS, nRCD, CL: see IDD timing table; BL: 8%; AL: 0; CS#: High
between ACT, RD and PRE; Command, Address, Bank Group Address, Bank Address Inputs, Data |O: partially
toggling according to IDD Loop table; DM#: stable at 1; Bank Activity: Cycling with one bank active at a time:
0,0,1,1,2,2,... (see IDD Loop table); Output Buffer and RTT: Enabled in Mode Registers?;, ODT Signal: stable at O;
Pattern Details: see IDD Loop table

IDD1

Operating One Bank Active-Read-Precharge Current (AL=CL-1)

IDD1A AL = CL-1, Other conditions: see IDD1

Operating One Bank Active-Read-Precharge IPP Current

IPP1 Same condition with IDD1

Precharge Standby Current (AL=0)

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8%; AL: 0; CS#: stable at 1; Command, Address,
IDD2N Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data |0: VDDQ; DM#:
stable at 1; Bank Activity: all banks closed; Output Buffer and RTT: Enabled in Mode Registers2;, ODT Signal: stable
at 0; Pattern Details: see IDD Loop table

Precharge Standby Current (AL=CL-1)

IDD2NA AL = CL-1, Other conditions: see IDD2N

Precharge Standby IPP Current

IPP2N Same condition with IDD2N

Precharge Standby ODT Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8%; AL: 0; CS#: stable at 1; Command, Address,
IDD2NT Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10: VSSQ; DM#:
stable at 1; Bank Activity: all banks closed; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal:
toggling according to IDD Loop table; Pattern Details: see to IDD Loop table

IDDQ2NT Precharge Standby ODT IDDQ Current
(Optional) Same definition like for IDD2NT, however measuring IDDQ current instead of IDD current
IDD2NL Precharge Standby Current with CAL enabled

Same definition like for IDD2N, CAL enabled?®

Precharge Standby Current with Gear Down mode enabled

IDD2NG Same definition like for IDD2N, Gear Down mode enabled®>8

IDD2ND Precharg‘e‘S-tan.dby Current with DI__L disabled
Same definition like for IDD2N, DLL disabled?®

IDD2N_par Precharge Standby Current with CA parity enabled

- Same definition like for IDD2N, CA parity enabled?®

Precharge Power-Down Current

IDD2P CKE: Low; External clock: On; tCK, CL: see IDD timing table; BL: 8%; AL: 0; CS#: stable at 1; Comm_ar_1d, Address,
Bank Group Address, Bank Address Inputs: stable at 0; Data 10: VDDQ; DM#: stable at 1; Bank Activity: all banks
closed; Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at 0

IPP2P Precharge Power-Down IPP Current
Same condition with IDD2P
Precharge Quiet Standby Current

IDD2Q CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8%; AL: 0; CS#: stable at 1; Command, Address,

Bank Group Address, Bank Address Inputs: stable at O; Data |10: VDDQ; DM#: stable at 1;Bank Activity: all banks
closed; Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at 0

Active Standby Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8%; AL: 0; CS#: stable at 1; Command, Address,
IDD3N Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10: VDDQ; DM#:
stable at 1;Bank Activity: all banks open; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable
at 0; Pattern Details: see IDD Loop table

Active Standby Current (AL=CL-1)

IDD3NA AL = CL-1, Other conditions: see IDD3N
Active Standby IPP Current
IPP3N Same condition with IDD3N
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IDD3P

Active Power-Down Current

CKE: Low; External clock: On; tCK, CL: see IDD timing Table; BL: 8%; AL: 0; CS#: stable at 1, Command, Address,
Bank Group Address, Bank Address Inputs: stable at 0; Data 10: VDDQ; DM#: stable at 1; Bank Activity: all banks
open; Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at 0

IPP3P

Active Power-Down IPP Current
Same condition with IDD3P

IDD4R

Operating Burst Read Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 82 AL: 0; CS#: High between RD; Command,
Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10:
seamless read data burst with different data between one burst and the next one according to IDD Loop table;
DM#: stable at 1; Bank Activity: all banks open, RD commands cycling through banks: 0,0,1,1,2,2,... (see IDD Loop
table); Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at 0; Pattern Details: see IDD Loop
table

IDD4RA

Operating Burst Read Current (AL=CL-1)
AL = CL-1, Other conditions: see IDD4R

IDD4RB

Operating Burst Read Current with Read DBI
Read DBI enabled?®, Other conditions: see IDD4R

IPP4R

Operating Burst Read IPP Current
Same condition with IDD4R

IDDQ4R
(Optional)

Operating Burst Read IDDQ Current
Same definition like for IDD4R, however measuring IDDQ current instead of IDD current

IDDQ4RB
(Optional)

Operating Burst Read IDDQ Current with Read DBI
Same definition like for IDD4RB, however measuring IDDQ current instead of IDD current

IDD4AW

Operating Burst Write Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8%; AL: 0; CS#: High between WR; Command,
Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data IO:
seamless write data burst with different data between one burst and the next one according to IDD Loop table;
DM#: stable at 1; Bank Activity: all banks open, WR commands cycling through banks: 0,0,1,1,2,2,... (see IDD Loop
table); Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at HIGH; Pattern Details: see IDD
Loop table

IDDAWA

Operating Burst Write Current (AL=CL-1)
AL = CL-1, Other conditions: see IDD4W

IDD4WB

Operating Burst Write Current with Write DBI
Write DBI enabled?, Other conditions: see IDD4W

IDD4WC

Operating Burst Write Current with Write CRC
Write CRC enabled?, Other conditions: see IDD4W

IDD4W _p
ar

Operating Burst Write Current with CA Parity
CA Parity enabled?, Other conditions: see IDD4W

IPPAW

Operating Burst Write IPP Current
Same condition with IDD4W

IDD5B

Burst Refresh Current (1X REF)

CKE: High; External clock: On; tCK, CL, nRFC: see IDD timing table; BL: 8%; AL: 0; CS#: High between REF;
Command, Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table;
Data 10: VDDQ; DM#: stable at 1; Bank Activity: REF command every nRFC (see IDD Loop table); Output Buffer
and RTT: Enabled in Mode Registers?;, ODT Signal: stable at 0; Pattern Details: see IDD Loop table

IPP5B

Burst Refresh Write IPP Current (1X REF)
Same condition with IDD5B

IDD5F2

Burst Refresh Current (2X REF)
tRFC=tRFC_x2, Other conditions: see IDD5B

IPP5F2

Burst Refresh Write IPP Current (2X REF)
Same condition with IDD5F2

IDD5F4

Burst Refresh Current (4X REF)
tRFC=tRFC_x4, Other conditions: see IDD5B

IPP5F4

Burst Refresh Write IPP Current (4X REF)
Same condition with IDD5F4

IDD6N

Self Refresh Current: Normal Temperature Range

Tease: 0 - 85°C; Low Power Auto Self Refresh (LP ASR) : Normal*; CKE: Low; External clock: Off; CK and CK#:
LOW; CL: see IDD timing table; BL: 8%; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#: stable at 1; Bank Activity: Self-Refresh operation; Output Buffer and RTT: Enabled in Mode
Registers?, ODT Signal: MID-LEVEL

IPP6N

Self Refresh IPP Current: Normal Temperature Range
Same condition with IDD6N
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Self-Refresh Current: Extended Temperature Range

Tease: 0 - 95°C; Low Power Auto Self Refresh (LP ASR): Extended*; CKE: Low; External clock: Off; CK and CK#:
IDD6E LOW; CL: see IDD timing table; BL: 8%; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#:stable at 1; Bank Activity: Extended Temperature Self-Refresh operation; Output Buffer and RTT:
Enabled in Mode Registers?; ODT Signal: MID-LEVEL

Self Refresh IPP Current: Extended Temperature Range
Same condition with IDD6E

Self-Refresh Current: Reduced Temperature Range

Tease: 0 - 45°C; Low Power Auto Self Refresh (LP ASR) : Reduced*; CKE: Low; External clock: Off; CK and CK#:
IDD6R LOW; CL: see IDD timing table; BL: 8%; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#:stable at 1; Bank Activity: Extended Temperature Self-Refresh operation; Output Buffer and RTT:
Enabled in Mode Registers?, ODT Signal: MID-LEVEL

Self Refresh IPP Current: Reduced Temperature Range
Same condition with IDD6R

Auto Self-Refresh Current

Tease: 0 - 95°C; Low Power Auto Self Refresh (LP ASR) : Auto*; CKE: Low; External clock: Off; CK and CK#: LOW;
IDD6A CL: see IDD timing table; BL: 8!; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data 10:
High; DM#: stable at 1; Bank Activity: Auto Self-Refresh operation; Output Buffer and RTT: Enabled in Mode
Registers?, ODT Signal: MID-LEVEL

Auto Self-Refresh IPP Current
Same condition with IDD6A

Operating Bank Interleave Read Current
CKE: High; External clock: On; tCK, nRC, nRAS, nRCD, nRRD, nFAW, CL: see IDD timing table; BL: 8*; AL: CL-1;
CS#: High between ACT and RDA; Command, Address, Bank Group Address, Bank Address Inputs: partially
IDD7 toggling according to IDD Loop table; Data 10: read data bursts with different data between one burst and the next
one according to IDD Loop table; DM#: stable at 1; Bank Activity: two times interleaved cycling through banks (0,
1, ...7) with different addressing, see IDD Loop table; Output Buffer and RTT: Enabled in Mode Registers?, ODT
Signal: stable at 0; Pattern Details: see IDD Loop table
Operating Bank Interleave Read IPP Current
Same condition with IDD7
Note 1. Burst Length: BL8 fixed by MRS: set MRO A[1:0] =00.
Note 2. Output Buffer Enable:

- set MR1 A12 = 0: Qoff = Output buffer enabled

- set MR1 A [2:1] = 00: Output Driver Impedance Control = RZQ/7

RTT_NOM enable: set MR1 A [108] =011: RTT_NOM = RZQ/6

Rt wrenable: set MR2 A [10:9] = 01: Ryt wr= RZQ/2

Rt park disable: set MR5 A [8:6] = 000
Note 3. CAL Enabled: set MR4 A [8:6] = 001: 1600 MT/s, 010: 1866, 2133MT/s, 011: 2400MT/s, 2666MT/s

Gear Down mode enabled: set MR3 A3 = 1:1/4 Rate

DLL disabled: set MR1 A0 =0

CA parity enabled: set MR5 A [2:0] = 001:1600, 1866, 2133MT/s, 010:2400MT/s, 2666MT/s

Read DBI enabled: set MR5 A12 =1

Write DBI enabled: set: MR5 A11 =1
Note 4. Low Power Array Self Refresh (LP ASR)

- set MR2 A [7:6] = 00: Normal

- set MR2 A [7:6] = 01: Reduced Temperature range

- set MR2 A [7:6] = 10: Extended Temperature range

- set MR2 A [7:6] = 11:Auto Self Refresh
Note 5. Ippang should be measured after sync pulse (NOP) input.
Note 6. AL is not supported for x16 device.

IPPGE

IPP6R

IPPGA

IPP7
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 76. IDDO, IDDOA and IPPO Measurement - Loop Pattern!!]

S,ZQ CKE Lsé‘g'; Nifncg:r CMD | cs# |AcT# Rﬁls: / Cﬁlss# / WAET oot [B%2 (BAo-1 ,’Sg# ’/**1131’ A10 |A9-A7 |A6-A3 |A2-A0 |Datal®

0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1-2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 3-4 D#,D# 1 1 1 1 1 0 32 3 0 0 0 7 F 0 -
0 Repeat pattern 1...4 until nNRAS - 1; truncate if necessary
o [nras [pre o [ 1 [ o[ 1] oo fofofJo]o]o]o]o]ol]-
0 Repeat pattern 1...4 until nRC - 1; truncate if necessary
1 1xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=1 instead
2 2xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 3xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=3 instead

g % 4 4xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead

2 L 5 5xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=2 instead

= g 6 6xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 7xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=0 instead
8 8xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 9xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=1 instead
10 | 10xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 | 11xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=3 instead For x4
12 12xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead X8ag(r1“y
13 | 13xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=2 instead
14 | 14xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 | 15xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are Voppo.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppq.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 77.IDD1, IDD1A and IPP1 Measurement - Loop Pattern!!]

CK/ Sub- Cycle RAS#/|CAS#/ | WE#/ BGO-1 Al12/ | A13, 3l
CK# CKE Loop Number CMD | CS# | ACT# A6 | A15 | Al4 OoDT 2 BAO-1 BC# | A11 A10 [(A9-A7|A6-A3|A2-A0|Datal
0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1-2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 3-4 D#,D# 1 1 1 1 1 0 30 3 0 0 0 7 F 0 -
0 Repeat pattern 1...4 until NRCD-AL-1; truncate if necessary
D0=00,
D1=FF
D2=FF,
D3=00
0 nRCD-AL RD 0 1 1 0 1 0 0 0 0 0 0 0 0 0 |pa=rF,
D5=00
D6=00,
D7=FF
0 Repeat pattern 1...4 until nRAS-1; truncate if necessary
0 nRAS PRE|0|1|0|1|0|0|0|0|0|0|0|0|0|0|-
0 Repeat pattern 1...4 until nRC-1; truncate if necessary
1 1xnRC+0 ACT 0 0 0 1 1 0 1 1 0 0 0 0 0 0 -
1 1xnRC+1,2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 1xnRC+3,4 |D#D#| 1 1 1 1 1 0 3 3 0 0 0 7 F 0 -
1 Repeat pattern nRC+1...4 until 1xnRC+nRAS-1; truncate if necessary
DO=FF,
D1=00
c D2=00,
< 1xnR D3=FF
_8 %, 1 +NRCD-AL RD 0 1 1 0 1 0 1 1 0 0 0 0 0 0 Bé—,‘f‘é%
% 2 D6=FF,
2 g D7=00
1 Repeat pattern 1...4 until nNRAS-1; truncate if necessary
1 Jxorassras|PrE] o [ 1 [ o [ 1 oo |11 ]o]o]o]o]o]o]-
Repeat nRC+1...4 until 2xnRC-1; truncate if necessary
2 2xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=2 instead
3 3xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=3 instead
4 4xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=1 instead
5 5xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=2 instead
6 6xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=3 instead
8 7xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=0 instead
9 9xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=0 instead
10 10xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=1 instead
11 11xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=2 instead
12 12xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=3 instead For ()1(4
an
13 13xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=1 instead x8 only
14 14xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=2 instead
15 15xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=3 instead
16 16xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to RD Commands, otherwise Vppo.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command. Outside burst operation, DQ signals are Vppo.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 78. IDD2N, IDD2NA, IDD2NL, IDD2NG, IDD2ND, IDD2N par, IPP2, IDD3N, IDD3NA and
IDD3P Measurement - Loop Pattern!Y

SN exe E:(?p woxele | omp | cs# | acT# [RASHICASH) WER opr Bt [Bao-1| p2 A% | A0 |A9-A7|A6-A3 |A2-A0 |Datal

0 0 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 2 D#,D# 1 1 1 1 1 0 3 3 0 0 0 7 F 0 0
0 3 D#,D# 1 1 1 1 1 0 32 3 0 0 0 7 F 0 0
1 4-7 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=1 instead
2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 12-15 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead

g _-% 5 20-23 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=2 instead

§ .% 6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead

= 7] 7 28-31 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 44-47 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=3 instead
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead
13 52-55 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are Vppo.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppo.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 79. IDD2NT and IDDQ2NT Measurement - Loop Pattern!!

glg CKE LS:CE’F; Nﬁ?,ncbI:r CMD | cs# | AcT# R:lsg / c:ls;: / VXEZH opT (BGOL(BA0-1| ¢y | AL | A0 [A9-A7|A6-A3|A2-A0 |Data®

0 0 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 2 D#,D# 1 1 1 1 1 0 32 3 0 0 0 7 F 0 -
0 3 D#,D# 1 1 1 1 1 0 32 3 0 0 0 7 F 0 -
1 4-7 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 1 instead
2 8-11 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 2 instead
3 12-15 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 3 instead
4 16-19 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 1 instead

_g _-:'S.:, 5 20-23 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 2 instead

2| e 6 24-27 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 3 instead

S % 7 28-31 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 0 instead
8 32-35 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = O instead
9 36-39 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 1 instead
10 40-43 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 2 instead
11 44-47 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 3 instead For x4
12 48-51 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 1 instead Xsar;(rj“y
13 52-55 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 2 instead
14 56-59 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 3 instead
15 60-63 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = O instead

Note 1. DQS, DQS# are Voppo.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppo.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 80. IDD4R, IDDR4RA, IDD4RB and IDDQ4R Measurement - Loop Patternlt

CK/ Sub-| Cycle RASH#/ | CAS#/ | WE#/ BGO-1 Al12/ | A13, e
CK# CKE Loop | Number CMD | CS# | ACT# A6 | AL Ald oDT 2 BAO-1 BC# | A11 A10 |A9-A7|A6-A3|A2-A0| Data
D0=00,
D1=FF
D2=FF,
0 0 RD 0 1 1 0 1 0 0 0 0 0 0 0 0 0 Bzzg,oz
D5=00
D6=00,
D7=FF
0 1 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 |-
0 2-3 D#D#| 1 1 1 1 1 0 3 3 0 0 0 7 F 0 |-
DO=FF,
D1=00
D2=00,
1 4 RD 0 1 1 0 1 0 1 1 0 0 0 7 F 0 Bzzgg
D5=FF
D6=FF,
D7=00
1 5 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
ey
g ]‘—? 1 6-7 D#,D# 1 1 1 1 1 0 312 3 0 0 0 7 F 0 -
f=2}
2 'c% 2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
(= =
@ 3 12-15 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 20-23 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 28-31 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 | 44-47 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For ()1(4
an
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 52-55 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to RD Commands, otherwise Vppo.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 81. IDD4W, IDD4WA, IDD4WB and IDD4W par Measurement - Loop Pattern(%

CK/ Sub-| Cycle RASH#/ | CAS#/ | WE#/ BGO-1 Al12/ | A13, e
CK# CKE Loop | Number CMD | CS# | ACT# A6 | AL5 Ald oDT 2 BAO-1 BC# | A11 A10 [A9-A7|A6-A3|A2-A0| Data
D0=00,
D1=FF
D2=FF,
D3=00
0 0 WR 0 1 1 0 0 1 0 0 0 0 0 0 0 0 D4=FF,
D5=00
D6=00,
D7=FF
0 1 D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
0 2-3 D#,D# 1 1 1 1 1 1 32 3 0 0 0 7 F 0 -
DO=FF,
D1=00
D2=00,
D3=FF
1 4 WR 0 1 1 0 0 1 1 1 0 0 0 7 F 0 D4=00,
D5=FF
D6=FF,
D7=00
1 5 D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
<
g1 2|1 6-7 |D#D#| 1 1 1 1 1 1 3 3 0 0 0 7 F 0 -
=)
2 'i;f 2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
(= =
@ 3 12-15 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 20-23 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 28-31 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 | 44-47 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For ();4
an
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 52-55 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to WR Commands, otherwise Vppq.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Write Command.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 82. IDD4WC Measurement - Loop Pattern!!]

CK/ Sub-| Cycle RAS#/| CAS#/| WE#/ BGO-1 Al12/ | A13, 3l
CK# CKE Loop | Number CMD | CS# | ACT# AL6 INE Al4d oDT 21~ |BAO-1 BC# | Al1 A10 [A9-A7| A6-A3|A2-A0| Datal
D0=00,
D1=FF
D2=FF,
D3=00
0 0 WR 0 1 1 0 0 1 0 0 0 0 0 0 0 0 |D4=FF,
D5=00
D6=00,
D7=FF
D8=CRC
0 1-2 D,D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
0 3-4 D#,D# 1 1 1 1 1 1 32l 3 0 0 0 7 F 0 -
DO=FF,
D1=00
D2=00,
D3=FF
0 5 WR 0 1 1 0 0 1 1 1 0 0 0 7 F 0 D4=00,
D5=FF
D6=FF,
D7=00
D8=CRC
o _-5 0 6-7 D,D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
S| sl o 8o Jowoe| 2 | 2 | 2 | 2| 1| 1]z s oo o]l 7] F]o -
o <
= I} 2 10-14 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 15-19 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 20-24 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 25-29 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 30-34 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 35-39 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 40-44 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 45-49 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 50-54 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 | 55-59 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For ()1(4
an
12 60-64 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 65-69 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 70-74 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 75-79 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are Vppg.
Note 2. BG1 is don’t care for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Write Command.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 83. IDD5B Measurement - Loop Pattern(

gﬁ CKE Lsgc?p N(u:?'lncblzr CMD | cs# |ACT# R//:lsgu C,’:lsg” WEH | opT B BA0-1| AL A% | A10 |A9-A7|A6-A3|A2-A0 |Datal

0 0 REF 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 1 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 2 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 3 D#,D# 1 1 1 1 1 0 30 3 0 0 0 7 F 0 -
1 4 D#,D#| 1 1 1 1 1 0 313 3 0 0 0 7 F 0 -
1 5-8 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=1 instead
1 9-12 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=2 instead
1 13-16 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=3 instead
1 17-20 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=1 instead

g _'JE; 1 21-24 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=2 instead

= ] 1 25-28 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=3 instead

(S § 1 29-32 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=0 instead
1 33-36 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=0 instead
1 37-40 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=1 instead
1 41-44 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=2 instead
1 45-48 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=3 instead Fg:]g“’
1 49-52 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=1 instead x8 only
1 53-56 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=2 instead
1 57-60 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=3 instead
1 61-64 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=0 instead
2 65...nRFC-1 Repeat sub-loop 1, Truncate, if necessary

Note 1. DQS, DQS# are Vopo.

Note 2. BG1 is don’t care for x16 device.
Note 3. DQ signals are Vppg
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 84. IDD7 Measurement - Loop Pattern(t
CK/ Sub-| Cycle RASH#/| CAS#/| WE#/ BGO-1 Al12/ | A13, 3
CK# CKE Loop| Number CMD | CS# | ACT# A6 | ALB | A14 OoDT 21 |BAO-1 BC# | Al1 A10 |A9-A7| A6-A3|A2-A0| Datal
0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
D0=00,
D1=FF
D2=FF,
D3=00
0 1 RDA 0 1 1 0 1 0 0 0 0 0 1 0 0 0 D4=FF,
D5=00
D6=00,
D7=FF
0 2 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 3 D# 1 1 1 1 1 0 302 3 0 0 0 7 F 0 -
0 Repeat pattern 2...3, until NRRD - 1, if nRRD > 4. Truncate if necessary
1 nRRD ACT 0 0 0 0 0 0 1 1 0 0 0 0 0 0
DO=FF,
D1=00
D2=00,
1 nRRD+1 | RDA 0 1 1 0 1 0 1 1 0 0 1 0 0 0 gi:g'o:
D5=FF
D6=FF,
D7=00
1 Repeat pattern 2...3, until 2xnRRD - 1, if nRRD > 4. Truncate if necessary
2 2xnRRD Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 2 instead
3 3xnRRD Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 3 instead
ey
g %’ 4 4xnRRD Repeat pattern 2 ... 3 until nNFAW - 1, if NFAW > 4xnRRD. Truncate if necessary
(=2}
S ';% 5 nFAW Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 1 instead
Fl 3
nFAW+ - P
6 nRRD Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 2 instead
nFAW+ T~ Al o
7 2%nRRD Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 3 instead
NFAW+ o P
8 3xnRRD Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 0 instead
nFAW+
9 4xnRRD Repeat Sub-Loop 4
10 | 2xnFAW Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 0 instead
11 Zxr:];é\gw Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 1 instead
12 Z;QnFéA%IY; Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 2 instead
13 ZggnF;\%/\ll; Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 3 instead
2xnFAW+
14 | 4xnRRD Repeat Sub-Loop 4 Fg;éﬂ
15 | 3xnFAW Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 1 instead x8 only
16 3?;2&“ Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 2 instead
17 3zx>?nFF€\F\zAIID+ Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 3 instead
18 3;35?%’!; Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 0 instead
3xnFAW+
19 | 4xnRRD Repeat Sub-Loop 4
20 | 4xnFAW Repeat pattern 2 ... 3 until nRC - 1, if nRC > 4xnFAW. Truncate if necessary

Note 1. DQS, DQS# are Vppg.
Note 2. BG1 is don’t care for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command. Outside burst operation, DQ signals are Vppo.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Table 85. IDD and IDDQ Specification Parameters and Test conditions

Parameter Symbol DDR4-2400 | DDR4-2608 Unit
Max. Max.

Operating One Bank Active-Precharge Current (AL=0) Ippo 79 85 mA
Operating One Bank Active-Precharge Current (AL=CL-1) Ipboa 80 86 mA
Operating One Bank Active-Precharge IPP Current ) 4 5 mA
Operating One Bank Active-Read-Precharge Current (AL=0) Ipp1 93 115 mA
Operating One Bank Active-Read-Precharge Current (AL=CL-1) Iop1a 96 107 mA
Operating One Bank Active-Read-Precharge IPP Current Ipp1 4 5 mA
Precharge Standby Current (AL=0) Ipp2n 67 74 mA
Precharge Standby Current (AL=CL-1) Ipb2na 68 75 mA
Precharge Standby IPP Current IpP2n 3 4 mA
Precharge Standby ODT Current Ipp2nT 80 90 mA
Precharge Standby Current with CAL enabled Ipp2nL 59 63 mA
Precharge Standby Current with Gear Down mode enabled Ipb2nG 65 71 mA
Precharge Standby Current with DLL disabled Ipp2nD 49 52 mA
Precharge Standby Current with CA parity enabled Ipp2N_par 82 94 mA
Precharge Power-Down Current CKE Ipp2p 40 44 mA
Precharge Power-Down IPP Current lpp2p 3 4 mA
Precharge Quiet Standby Current Ibp20 66 74 mA
Active Standby Current Ippan 78 86 mA
Active Standby Current (AL=CL-1) Ippana 79 85 mA
Active Standby IPP Current Ippan 3 4 mA
Active Power-Down Current Iopsp 64 67 mA
Active Power-Down IPP Current Ippap 3 4 mA
Operating Burst Read Current Ippar 150 165 mA
Operating Burst Read Current (AL=CL-1) Ippara 152 183 mA
Operating Burst Read Current with Read DBI Iopars 149 166 mA
Operating Burst Read IPP Current Ippar 3 4 mA
Operating Burst Write Current Iopaw 162 180 mA
Operating Burst Write Current (AL=CL-1) IpDawa 170 197 mA
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Operating Burst Write Current with Write DBI Ippaws 155 172 mA
Operating Burst Write Current with Write CRC Iopawc 151 168 mA
Operating Burst Write Current with CA Parity IpDaw_par 176 189 mA
Operating Burst Write IPP Current Ippaw 3 4 mA
Burst Refresh Current (1X REF) Ippss 170 180 mA
Burst Refresh Write IPP Current (1X REF) IppsB 22 25 mA
Burst Refresh Current (2X REF) IppsF2 179 189 mA
Burst Refresh Write IPP Current (2X REF) IppsF2 23 27 mA
Burst Refresh Current (4X REF) IppsFa 147 160 mA
Burst Refresh Write IPP Current (4X REF) IppsFa 17 20 mA
Self Refresh Current: Normal Temperature Range Ippen 30 30 mA
Tc=-40~85°C
Self Refresh IPP Current: Normal Temperature Range IppPeN 6 6 mA
Self-Refresh Current: Extended Temperature Range) IppsE 36 36 mA
Tc=-40~95°C
Self Refresh IPP Current: Extended Temperature Range IppeE 8 8 mA
Self-Refresh Current: Reduced Temperature Range Ioper 25 25 mA
Tc=-40~45°C
Self Refresh IPP Current: Reduced Temperature Range IpPerR 4 4 mA
Auto Self-Refresh Current Iopea 30 30 mA
Tc=-40~85°C
Auto Self-Refresh IPP Current IpPea 6 6 mA
Operating Bank Interleave Read Current Ipp7 187 196 mA
Operating Bank Interleave Read IPP Current Ipp7 22 29 mA
Maximum Power Saving Current Iops 30 30 mA
Maximum Power Saving IPP Current Ippg 2 3 mA
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Table 86. Timing Parameters

Symbol Parameter - DDR4-2400 - DDR4-2666 Unit
Min. Max. Min. Max.

taa Internal read command to first data 14.16 18 14.25 18 ns
tAA DBI Internal read command to first data with read DBI enabled tAg(“;ic":: tAA(ma?)C: 3 tA’;’(";‘C":( * tAA(ma?C: 3 ns
tRCD ACT to internal read or write delay time 14.16 - 14.25 - ns
trRP PRE command period 14.16 - 14.25 - ns
tRAS ACT to PRE command period 32 9 X treri 32 9 X treri ns
tRC ACT to ACT or REF command period 46.16 - 46.25 - ns
Speed Bins CWL Normal | Read DBI Min. Max. Min. Max. Unit

9 9 11 15 1.6 15 1.6 ns

9 10 12 15 1.6 15 1.6 ns

9,11 11 13 1.25 <1.5 1.25 <1.5 ns

9,11 12 14 1.25 <1.5 1.25 <1.5 ns

10,12 13 15 1.071 <1.25 1.071 <1.25 ns

teKavg ACT to ACT or REF 10,12 14 16 1.071 <1.25 1.071 <1.25 ns
command period 11,14 15 18 0.937 <1.071 0.937 <1.071 ns

11,14 16 19 0.937 <1.071 0.937 <1.071 ns

12,16 16 19 0.833 <0.937 0.833 <0.937 ns

12,16 17 20 0.833 <0.937 0.833 <0.937 ns

12,16 18 21 - - 0.833 <0.937 ns

14,18 19 22 - - 0.75 <0.833 ns

Clock Timing

tCK (DLL_OFF) Minimum Clock Cycle Time (DLL off mode) 8 20 8 20 ns
teK(avg) ™™ Average clock period 0.833 <0.937 0.750 <0.833 | ns
tCH(avg) Average high pulse width 0.48 0.52 0.48 0.52 tck
tCL(avg) Average low pulse width 0.48 0.52 0.48 0.52 tck
toabs) Absolute Clock Period e | s | o | oo o | 1K
tcH(abs)™ Absolute clock high pulse width 0.45 - 0.45 - tck
teLabs)™ Absolute clock low pulse width 0.45 - 0.45 - tck
IIT(per)_tor™ Clock Period Jitter- total -42 42 -38 38 ps
JIT(per)_deG Clock Period Jitterdeterministic -21 21 -19 19 ps
t3IT(per,Ick) Clock Period Jitter during DLL locking period -33 33 -30 30 ps
t3IT(cc) Cycle to Cycle Period Jitter - 83 - 75 ps
31T (cc,Ick) Cycle to Cycle Period Jitter during DLL locking period - 67 - 60 ps
t3IT(duty) Duty Cycle Jitter TBD TBD TBD TBD ps
tERR(2per) Cumulative error across 2 cycles -61 61 -55 55 ps
tERR(3per) Cumulative error across 3 cycles -73 73 -66 66 ps
tERR(4per) Cumulative error across 4 cycles -81 81 -73 73 ps
tERR(5per) Cumulative error across 5 cycles -87 87 -78 78 ps
tERR(6per) Cumulative error across 6 cycles -92 92 -83 83 ps
tERR(7per) Cumulative error across 7 cycles -97 97 -87 87 ps
tERR(8per) Cumulative error across 8 cycles -101 101 -91 91 ps
tERR(9per) Cumulative error across 9 cycles -104 104 -94 94 ps
tERR(10per) Cumulative error across 10 cycles -107 107 -96 96 ps
tERR(11per) Cumulative error across 11 cycles -110 110 -99 99 ps
tERR(12per) Cumulative error across 12 cycles -112 112 -101 101 ps
tERR(13per) Cumulative error across 13 cycles -114 114 -103 103 ps
tERR(14per) Cumulative error across 14 cycles -116 116 -104 104 ps
tERR(15per) Cumulative error across 15 cycles -118 118 -106 106 ps
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tERR(16per)  |Cumulative error across 16 cycles -120 120 -108 108 ps
tERR(17per)  |Cumulative error across 17 cycles 122 122 -110 110 ps
tERR(18per)  |Cumulative error across 18 cycles -124 124 112 112 ps
. _ tERR(npenymin = ((1+0.68In(n)) X taIT(per)_total min)
tERR(nper) Cumulative error across n =13, 14 . . . 49, 50 cycles tERR(nperymax = (1 +0.68In(n)) X LT (per) total max) ps
Command and Address setup time to CK, CK# referenced
tiS(base) 62 - 55 - ps
to VIHAC)/VIL(AC) levels
1S (Vaer) go\r/r;r;allg\c/ie?gd Address setup time to CK, CK# referenced 162 ) 145 ) ps
Command and Address hold time to CK, CK# referenced to
tiH(base) 87 - 80 - ps
VIH(AC)/VIL(AC) levels
HH(Vier) Sgg{'gsgg and Address hold time to CK, CK# referenced to 162 ) 145 ) ps
tiPw Control and Address Input pulse width for each input 410 - 385 - ps
Command and Address Timing
tcep_L* CAS# to CAS# command delay for same bank group ma)é(r?Q)CK’ - mag(g:)CK, - tck
tccnfsd4 CAS# to CAS# command delay for different bank group 4 - 4 - tck
tRRD_S(1K)® Activate to Activate Command delay to different bank group | max(4nCK, ) max(4nCK, ) i
- for 2KB page size 3.3ns) 3ns) K
trRRD_ LA™ Activate to Activate Command delay to same bank group for| max(4nCK, ) max(4nCK, ) tek
B 2KB page size 4.9ns) 4.9ns)
34
tFAW_1, Four activate window for 2KB page size maxz(fr?g)CK - maxz(fr(])Sn)CK - ns
twTs S22 Delay from start of internal write transaction to internal max(2nCK, ) max(2nCK, )
RS read command for different bank group 2.5ns) 2.5ns)
twir LM% Delay from start of internal write transaction to internal max(4nCK, max(4nCK,
- read command for same bank group 7.5ns) . 7.5ns) .
trT max(4nCK, ) max(4nCK, )
P Internal Read Command to Precharege Command delay 7.5ns) 7.5ns)
twrT WRITE recovery time 15 - 15 - ns
128 twRr + twr +
WR_CRC_py Write recovery time when CRC and DM are enabled max(5nCK, - max(5nCK, - ns
3.75ns) 3.75ns)
tWTR S CRC DM delay from start of internal write transaction to internal twTR_S + tWTR_S +
22934 read command for different bank groups with both CRC max(5nCK, - max(5nCK, - ns
and DM enabled 3.75ns) 3.75ns)
tWTR L CRC DM delay from start of internal write transaction to internal twTR_L tWTR_L
33034 read command for same bank group with both CRC +max(5nCK - +max(5nCK - ns
and DM enabled ,3.75ns) ,3.75ns)
tDLLK DLL locking time 768 - 854 - tck
tMRD Mode Register Set command cycle time 8 - 8 - tek
50 . max(24nCK max(24nCK
tmMoD Mode Register Set command update delay 15ns) - ,15ns) - tek
IMPRR Multi-Purpose Register Recovery Time 1 - 1 - tck
tWR_MPR Multi Purpose Register Write Recovery Time t'\’&?_Dimgr - t'ﬁ_DErmiPn)lf - tek
tDAL(min) Auto precharge write recovery + precharge time Programmed WR + roundup (trp/ tck(avg)) tek
troA S DQO driven to 0 setup time to first DQS rising edge 0.5 - 0.5 - ul
troa_H"** DQO driven to 0 hold time from last DQS falling edge 0.5 - 0.5 - ul
CS# to Command Address Latency
max(3nCK, ) max(3nCK, )
tcAL CS# to Command Address Latency 3.748ns) 3.748ns) tek
tMRD_tCAL Mode Register Set command cycle time in CAL mode tmMoD + tCAL - tmMoD + tcAL - tek
tMOD_tCAL Mode Register Set update delay in CAL mode tMoD + tCAL - tmMoD + tcAL - tck
DRAM Data Timing
tpQsQ*18%948  1DQS, DQS# to DQ skew, per group, per access - 0.17 - 0.18 ul
ton DQ output hold time per group, per access from DQS,DQS# 0.74 - 0.74 - ul
Data Valid Window per device per Ul: (tQH - tbQsQ) of each
tovwd """ * 1 on a given DRAI\/‘I) P ( : 0.64 . TBD i ul
Data Valid Window per pin per Ul: (tQH - tbQsQ) each Ul on
tovwp'"18%%% 15 pin of a given DRAM 0.72 ) 0.72 ) ul
tLz(pQ)™ DQ low impedance time from CK, CK# -330 175 -310 170 ps
tHz(0Q)™ DQ high impedance time from CK, CK# - 175 - 170 ps
Data Strobe Timing
tRPRE DQS, DQS# differential Read Preamble (1 clock preamble) 0.9 - 0.9 - tck
tRPRE2%4144 DQS, DQS# differential Read Preamble (2 clock preamble) 1.8 - 1.8 - tek
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tRPST39,45 DQS, DQS# differential Read Postamble 0.33 - 0.33 - tCK
tQSH21,39 DQS, DQS# differential output high time 0.4 - 0.4 - tCK
tQSL20,39 DQS, DQS# differential output low time 0.4 - 0.4 - tCK
42 DQS, DQS# differential Write Preamble (1 clock preamble) 0.9 - 0.9 - tCK
tWPRE243 DQS, DQS# differential Write Preamble (2 clock preamble) 1.8 - 1.8 - tCK
tWPST DQS, DQS# differential Write Postamble 0.33 - 0.33 - tCK
tLZ(DQS)39 DQS, DQS# low impedance time (Referenced from RL-1) -330 175 -310 170 ps
tHZ(DQS)39 DQS, DQS# high impedance time (Referenced from - 175 - 170 ps
RL+BL/2)
tDQSL DQS, DQS# differential input low pulse width 0.46 0.54 0.46 0.54 tCK
tDQSH DQS, DQS# differential input high pulse width 0.46 0.54 0.46 0.54 tCK
tDQS 42 DQS, DQS# rising edge to CK, CK# rising edge -0.27 0.27 -0.27 0.27 tCK
S (1 clock preamble)
tDQSS243 DQS, DQS# rising edge to CK, CK# rising edge (2 clock TBD TBD TBD TBD tCK
preamble)
tDSS DQS, DQS# falling edge setup time to CK, CK# rising edge 0.18 - 0.18 - tCK
tDSH DQS, DQS# falling edge hold time from CK, CK# rising 0.18 - 0.18 - tCK
edge
E? SCK(DLL [DQS, DQS# rising edge output timing location from -175 175 -170 170 ps
q7n g 30 rising CK, CK# with DLL On mode
E? SCKI(DLL [DQS, DQS# rising edge output variance window per DRAM - 290 - 270 ps
')‘p Q 20
Calibration Timing
tzQinit Power-up and Reset calibration time 1024 - 1024 - tek
tZQoper Normal operation Full calibration time 512 - 512 - tck
tzQcs Normal operation Short calibration time 128 - 128 - tck
Reset/Self Refresh Timing
max(5nCK, max(5nCK,
tXPR Exit Reset from CKE HIGH to a valid command tRFC(min) + - tRFC(min) + - tck
10ns) 10ns)
txs Exit Self Refresh to commands not requiring a locked DLL tRFfé"rlz) * - tRFlcéﬁisn) * - tek
t ) SRX to commands not requiring a locked DLL in Self tRFC4(min) + tRECA4(min) +
XS_ABORT(mMIN) | pefresh ABORT 10ns - 10ns - tcK
t ) Exit Self Refresh to ZQCL,ZQCS and MRS (CL, CWL, WR, | tRFC4(min) + tRECA4(min) +
XS_FAST(min) RTP and Gear Down) 10ns - 10ns - tck
tXsbLL Exit Self Refresh to commands requiring a locked DLL tDLLK(min) - tDLLK(min) - tck
t Mini CKE | idth for Self refresh entry t it timi tCKE(min) + tCKE(min) +
CKESR inimum ow wi or Self refresh entry to exit timing 1nCK - 1nCK - tck
t Minimum CKE low width for Self refresh entry to exit timing | tckg(min) + tCKE(min) +
CKESR_PAR with CA Parity enabled 1nCK + PL - 1nCK + PL - tek
t Valid Clock Requirement after Self Refresh Entry (SRE) or | max(5nCK, max(5nCK,
CKSRE Power-Down Entry (PDE) 10ns) . 10ns) . tck
LCKSRE PAR Valid Clock Requirement after Self Refresh Entry (SRE) or | max(5nCK, ) max(5nCK, ) t
- Power-Down when CA Parity is enabled 10ns) + PL 10ns) + PL cK
@ Valid Clock Requirement before Self Refresh Exit max(5nCK, max(5nCK,
CKSRX (SRX) or Power-Down Exit (PDX) or Reset Exit 10ns) . 10ns) . tek
Power Down Timing
Exit Power Down with DLL on to any valid command; Exit
txp Precharge Power Down with DLL frozen to commands not ma>é(4nCK, - ma>(<3(4nCK, - tek
requiring a locked DLL ns) ns)
31,32 - ) max(3nCK, ) max(3nCK, )
teke CKE minimum pulse width 5ns) 5ns) tek
tCPDED Command pass disable delay 4 - 4 - tck
trD° Power Down Entry to Exit Timing tCKE(min) 9 X tREFI tCKE(min) 9 X tREFI tek
tACTPDEN' Timing of ACT command to Power Down entry 2 - 2 - tek
tPRPDEN’ Timing of PRE or PREA command to Power Down entry 2 - 2 - tck
tRDPDEN Timing of RD/RDA command to Power Down entry RL+4+1 - RL+4+1 - tek
tWRPDEN® Timing of WR command to Power Down entry (BL8OTF, WL + 4+ ) WL +4 + ) @
BL8MRS, BC40TF) (twR/tck(av) (twRitck(ave) CK
5 Timing of WRA command to Power Down entry (BL8OTF, WL + 4+ WL +4 +
EWRAPDEN BL8MRS, BC4OTF) WR + 1 - WR + 1 - tek
4 . WL+ 2+ WL+ 2+
tWRPBC4DEN Timing of WR command to Power Down entry (BC4AMRS) (twRitck(avg) - (tWRltck(avg) - tck
t 5 . WL + 2+ ) WL +2 + )
WRAPBCA4DEN Timing of WRA command to Power Down entry (BC4MRS) WR + 1 WR + 1 tek
tREFPDEN’ Timing of REF command to Power Down entry 2 - 2 - tek
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tMRSPDEN Timing of MRS command to Power Down entry | tMOD(min) | - | tMOD(min) | - tCK
PDA Timing
tMRD_PDA Mode Register Set command cycle time in PDA mode me}xl(éﬁg)CK - ma}xl(éﬁg)CK - ns
tMOD_PDA Mode Register Set command update delay in PDA mode tmobp tmop ns
ODT Timing

{AONAS ﬁ?z/gﬁl;ronous RTT turn-on delay (Power-Down with DLL 10 90 10 90 ns

{AGFAS ﬁ(s))zlgﬁ?ronous RTT turn-off delay (Power-Down with DLL 10 90 10 90 ns

tabc RTT dynamic change skew 0.3 0.7 0.3 0.7 tek
Write Leveling Timing

tWLMRD™2 E'i’gsérgr(gilngS# rising edge after write leveling mode is 40 ) 40 ) tek

twLDQSEN" DQS/DQS# delay after write leveling mode is programmed 25 - 25 - tek

tWis \rll\érlléz Ig\éesllﬂjg(?sgtugrgsrg?ngom rising CK, CK# crossing to 0.13 ) 0.13 ; teK

Wik \rll\érllég Ice:\éélglg#hg:gstgr};]%from rising DQS/DQS# crossing to 0.13 ) 0.13 ) teK

twLo Write leveling output delay 0 9.5 0 9.5 ns

twLOE Write leveling output error 0 2 0 2 ns

CA Parity Timing

tPAR_UNKNOWN [Commands not guaranteed to be executed during this time - PL - PL tck

tPAR_ALERT_ON [Delay from errant command to ALERT# assertion - PL + 6ns - PL + 6ns tck

tPAR_ALERT_PwW |Pulse width of ALERT# signal when asserted 72 144 80 160 tck

{PAR ALERT RSP Time from when Alert is asserted till controller must start ) 64 ) el tek

— - providing DES commands in Persistent CA parity mode
PL Parity Latency 5 tek
CRC Error Reporting
tCRC_ALERT CRC error to ALERT# latency 3 13 3 13 ns
tcRC_ALERT_Pw |CRC ALERT# pulse width 6 10 6 10 tck
Geardown timing

tXPR_GEAR Exit Reset from CKE High to a valid MRS Gear Down (T2/ Reset) - - TBD -

tXS_GEAR CKE High Assert to Gear Down Enable time(T2/CKE) - - TBD -

tsyNc_GEAR”  |MRS command to Sync pulse time(T3) - - TBD -

tcMp_GEAR® Sync pulse to First valid command(T4) - - TBD -

tGEAR_setup Geardown setup time 2 - 2 - tck

tGEAR_hold Geardown hold time 2 - 2 - tck

tREFI

tRFC1 (min)** 4Gh 260 - 260 - ns

tRFC2 (min)>* 4Gb 160 - 160 - ns

tRFC4 (min)>* 4Gh 110 - 110 - ns

trerl Average periodic refresh interval A0°C = Tense = 85°C 260 - 260 - HS
85°C < Tcase< 95°C 160 - 160 - us

Note 1. Start of internal write transaction is defined as follows:

- For BL8 (Fixed by MRS and on-the-fly) : Rising clock edge 4 clock cycles after WL.
- For BC4 (on-the-fly) : Rising clock edge 4 clock cycles after WL.
- For BC4 (fixed by MRS) : Rising clock edge 2 clock cycles after WL.

Note 2. A separate timing parameter will cover the delay from write to read when CRC and DM are simultaneously enabled.

Note 3. Commands requiring a locked DLL are: Read (and RAP) and synchronous ODT commands.

Note 4. twr is defined in ns, for calculation of twrpPDEN it is necessary to round up twr/tck to the next integer.

Note 5. WR in clock cycles as programmed in MRO.

Note 6. tRerI depends on ToPER.

Note 7. CKE is allowed to be registered low while operations such as row activation, precharge, autoprecharge or refresh are in progress, but
power-down IDD spec will not be applied until finishing those operations.

Note 8. For these parameters, the DDR4 SDRAM device supports tnPARAM[NCK]=RU{trARAM[nS]/tcK(avg)[ns]}, which is in clock cycles assuming all
input clock jitter specifications are satisfied.

Note 9. When CRC and DM are both enabled, twr_crc_pm is used in place of tWR.

Note 10. When CRC and DM are both enabled twTr_s_crc_bmis used in place of twTr_s.

Note 11. When CRC and DM are both enabled twTr_L_crc_bmis used in place of twTr_L.

Note 12. The max values are system dependent.

Note 13. DQ to DQS total timing per group where the total includes the sum of deterministic and random timing terms for a specified BER. BER

spec and measurement method are TBD.

The deterministic component of the total timing. Measurement method TBD.

DQ to DQ static offset relative to strobe per group. Measurement method TBD.

This parameter will be characterized and guaranteed by design.

When the device is operated with the input clock jitter, this parameter needs to be derated by the actual tair(per)_total of the input clock.

Note 14.
Note 15.
Note 16.
Note 17.
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Note 18.
Note 19.
Note 20.

Note 21.

Note 22.
Note 23.
Note 24.
Note 25.
Note 26.
Note 27.
Note 28.
Note 29.
Note 30.
Note 31.
Note 32.
Note 33.
Note 34.
Note 35.
Note 36.
Note 37.
Note 38.
Note 39.
Note 40.
Note 41.
Note 42.
Note 43.
Note 44.

Note 45.
Note 46.
Note 47.
Note 48.

Note 49.

Note 50.

(Output deratings are relative to the SDRAM input clock). Example TBD.

DRAM DBI mode is off.

DRAM DBI mode is enabled.

tQsL describes the instantaneous differential output low pulse width on DQS - DQS#, as measured from on falling edge to the next
consecutive rising edge.

tQsH describes the instantaneous differential output high pulse width on DQS — DQS#, as measured from on falling edge to the next
consecutive rising edge.

There is no maximum cycle time limit besides the need to satisfy the refresh interval trReri.

tcH(abs) is the absolute instantaneous clock high pulse width, as measured from one rising edge to the following falling edge.

tcL(abs) is the absolute instantaneous clock low pulse width, as measured from one falling edge to the following rising edge.

Total jitter includes the sum of deterministic and random jitter terms for a specified BER. BER target and measurement method are TBD.
The deterministic jitter component out of the total jitter. This parameter is characterized and guaranteed by design.

For MR7 commands, the minimum delay to a subsequent non-MRS command is 5nCK.

When CRC and DM are both enabled, twr_crc_bpmis used in place of twr.

When CRC and DM are both enabled twTr_s_crc_pm is used in place of twTr_s.

When CRC and DM are both enabled twTr_L_crc_bwmis used in place of twTr_L.

After CKE is registered low, CKE signal level shall be maintained below ViLbc for tcke specification (low pulse width).

After CKE is registered high, CKE signal level shall be maintained above ViHDc for tcke specification (high pulse width).

Defined between end of MPR read burst and MRS which reloads MPR or disables MPR function.

Parameters apply from tck(avg)min to tck(avg)max at all standard JEDEC clock period values as stated in the Speed-Bin tables.

This parameter must keep consistency with Speed-Bin tables.

DDRA4-1600 AC timing apply if DRAM operates at lower than 1600 MT/s data rate. Ul = tck(avg).min/2

Applied when DRAM is in DLL ON mode.

Assume no jitter on input clock signals to the DRAM.

Value is only valid for Ronnom = 34 ohms.

1tck toggle mode with setting MR4 A[11] to O.

2tck toggle mode with setting MR4 A[11] to 1, which is valid for DDR4-2400 speed grade.

1tck mode with setting MR4 A[12] to 0.

2tck mode with setting MR4 A[12] to 1, which is valid for DDR4-2400 speed grade.

The maximum read preamble is bounded by tLz(p@s)min on the left side and tpQsck(max) on the right side. See Clock to Data Strobe
Relationship. Boundary of DQS Low-Z occur one cycle earlier in 2tck toggle mode which is illustrated in Read Preamble.

DQ falling signal middle-point of transferring from High to Low to first rising edge of DQS diff-signal cross-point.

Last falling edge of DQS diff-signal cross-point to DQ rising signal middle-point of transferring from Low to High.

VREFDQ value must be set to either its midpoint or Vcent_bQ (midpoint) in order to capture DQO low level for entering PDA mode.

The maximum read postamble is bound by tpQsck(min) plus tQsH(min) on the left side and tHz(pQ@s)max on the right side. See Clock to Data
Strobe Relationship.

Reference level of DQ output signal is specified with a midpoint as a widest part of Output signal eye which should be approximately 0.7 x
VDDQ as a center level of the static single-ended output peak-to-peak swing with a driver impedance of 34 ohms and an effective test load
of 50 ohms to V1T = VDDQ.

For MR7 commands, the minimum delay to a subsequent non-MRS command is 5nCK.
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AC and DC output Measurement levels
: Driver DC E| ical Ci _
The DDR4 driver supports two different Ron values. These Ron values are referred as strong(low Ron) and weak

mode(high Ron). A functional representation of the output buffer is shown in the figure below. Output driver impedance
Ron is defined as follows:

The individual pull-up and pull-down resistors (Ronpu and Ronpd) are defined as follows:

Ronpu = M under the condition that Ronpd is off
| lout |
t
Ronpd = _ Vout under the condition that Ronpu is off
| lout |
Figure 179. Output driver
Chip In Drive Mode
Qutput Drive
@ \/DDQ
l IPu
Ronpu
To other ®DQ
circuitry like
—
1 Roues lout | Vou
lpg
®\V/SsSQ
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Table 87. Output Driver DC Electrical Characteristics, assuming RZQ = 2400hm; entire
operating temperature range; after proper ZQ calibration

Ron_nom Resistor Vout Min. Nom. Max. Unit Note
Voide= 0.5 X Vppo 0.8 1 11 RzQ/7 1,2
Ron34Pd Vowmdc= 0.8 X Vppg 0.9 1 11 RzQ/7 1,2
Vonde= 1.1 X Vibpg 0.9 1 1.25 RzQ/7 1,2
340
Vorde= 0.5 X Vppg 0.9 1 1.25 RZQ/7 1,2
Ron34Pu Vomdc= 0.8 X Vppg 0.9 1 11 RzQ/7 1,2
Vonde= 1.1 X Vppo 0.8 1 1.1 RZQI7 1,2
Vorde= 0.5 X Vppo 0.8 1 1.1 RZQ/5 1,2
Ron48Pd Vomdc= 0.8 X Vppg 0.9 1 1.1 RZQ/5 1,2
Vonde= 1.1 X Vppg 0.9 1 1.25 RZQ/5 1,2
48Q
Voude= 0.5 X Vppg 0.9 1 1.25 RZQ/5 1,2
Ron48Pu Vowmdc= 0.8 X Vppq 0.9 1 11 RZQI/5 1,2
Vondc= 1.1 X Vopg 0.8 1 1.1 RZQ/5 1,2
b I o |- ] o [ % |20
" atiation pul-d. MMIPddd Voude= 0.8 x Voo : : 10 % | 124

Note 1. The tolerance limits are specified after calibration with stable voltage and temperature. For the behavior of the tolerance limits if temperature
or voltage changes after calibration, see following section on voltage and temperature sensitivity (TBD).

Note 2. Pull-up and pull-dn output driver impedances are recommended to be calibrated at 0.8 x Vppq. Other calibration schemes may be used to
achieve the linearity spec shown above, e.g. calibration at 0.5 x Vppgand 1.1 x Vppo.

Note 3. Measurement definition for mismatch between pull-up and pull-down, MMPuPd: Measure RonPu and RonPd both at 0.8 x Vppg separately;
Ron nomis the nominal Roy value.

RONPU - RONPd
MMPuPd = ———— X 100

RTTNOM

Note 4. RON variance range ratio to RON Nominal value in a given component, including DQS and DQS#.

RQNPUMGX - RONPdMin
MMPudd = X100
RTTNOM

RONPdMax - RONPdMin
MMPddd = X100

Rrrvom
Note 5. This parameter of x16 device is specified for Upper byte and Lower byte.
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4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQ48P

Drive Cl I
A functional representation of the output buffer is shown in the figure below. Output driver impedance Ron is defined
as follows:
R B Vout
ONPd | lout | under the condition that Ronru is off
Figure 180. ALERT# output Drive Characteristic
Alert Driver
DRAM @ Alert
‘_
J R ONPd |out Vout
lpg
@ VSSQ
Table 88. ALERT Driver Voltage
Resistor Vout Min. Max. Unit Note
Voude= 0.1 X Vopg 0.3 1.2 34Q 1
Ronpd Vomdc= 0.8 X Vopq 0.4 1.2 340 1
Vonde= 1.1 x Vbpo 0.4 1.4 340 1

Note 1. VDDQ voltage is at VDDQ DC. VDDQ DC definition is TBD.
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Single-ended AC & DC Qutput Levels
Table 89. Single-ended AC & DC output levels

Symbol Vout DDR4-2400 Unit |Note
Vonpc) DC output high measurement level (for IV curve linearity) 1.1 X Vopg Y,

Vowmc) DC output mid measurement level (for IV curve linearity 0.8 X Voo Y,

VoL (o) DC output low measurement level (for IV curve linearity) 0.5 X Vopg \%

Vomnaac)  |AC output high measurement level (for output SR) (0.7 + 0.15) X Vopg \% 1
VoLac) AC output low measurement level (for output SR) (0.7 - 0.15) X Vbpg Y, 1

Note 1. The swing of £0.15 x VDDQ is based on approximately 50% of the static single-ended output peak-to-peak swing with a
driver impedance of RZQ/7Q and an effective test load of 50Q to VTT = VDDAQ.

: ial |
Table 90. Differential AC & DC output levels

Symbol Vout DDRA4-2400/2666 Unit [Note
VOHdiff(AC) |AC differential output high measurement level (for output SR) +0.3 X Vbpo \% 1
VoLdiff(AC) |AC differential output low measurement level (for output SR) -0.3 X Voo \Y 1

Note 1. The swing of +0.3 x VDDQ is based on approximately 50% of the static differential output peak-to-peak swing with a
driver impedance of RZQ/7Q and an effective test load of 50Q to VTT = VDDQ at each of the differential outputs
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4Gb (x8) DDR4 Synchronous DRAM

512Mx8 - NDQ48P

Single-ended Qutput Slew Rate

With the reference load for timing measurements, output slew rate for falling and rising edges is defined and
measured between Vorac) and Vorac) for single ended signals.

Table 91. Single-ended output slew rate definition

. Measured )
Description Defined by
From To
Single ended output slew rate for rising edge Vovac) Vorac) [Vorac)-VoLac)] / Delta TRse
Single ended output slew rate for falling edge Vor(ac) Vovac) [VonacyVoac)] / Delta TFse

Note 1. Output slew rate is verified by design and characterization, and may not be subject to production test.

Table 92. Single-ended output slew rate

DDR4-2400/2666 .
Symbol Parameter - Unit
Min. Max.
SRQse Single ended output slew rate 4 9 V/ns
Description:
SR: Slew Rate

Q: Query Output (like in DQ, which stands for Data-in, Query-Output)
se: Single-ended Signals
For Ron = RZQ/7 setting

Note 1. In two cases, a maximum slew rate of 12 V/ns applies for a single DQ signal within a byte lane.

- Case 1 is defined for a single DQ signal within a byte lane which is switching into a certain direction (either from high to low or low to
high) while all remaining DQ signals in the same byte lane are static (i.e. they stay at either high or low).

- Case 2 is defined for a single DQ signal within a byte lane which is switching into a certain direction (either from high to low or low to
high) while all remaining DQ signals in the same byte lane are switching into the opposite direction (i.e. from low to high or high to low
respectively). For the remaining DQ signal switching into the opposite direction, the regular maximum limit of 9 V/ns applies.

, .

With the reference load for timing measurements, output slew rate for falling and rising edges is defined and
measured between VOLJIff(AC) and VOHdIiff(AC) for differential signals.

Table 93. Differential output slew rate definition

o Measured )
Description Defined by
From To
Differential output slew rate for rising edge Voudii(ac) Vouditiac) [Vonuiiac)-Voudiac)] / Delta TRdiff
Differential output slew rate for falling edge VoHditiac) Voudiftac) [Vordiiac)-VoLdiiac)] / Delta TFdiff

Note 1. Output slew rate is verified by design and characterization, and may not be subject to production test.

Table 94. Differential output slew rate

DDR4-2400/2666 .
Symbol Parameter - Unit
Min. Max.
SRQdiff  |Differential output slew rate 8 18 V/ns
Description:
SR: Slew Rate

Q: Query Output (like in DQ, which stands for Data-in, Query-Output)
diff: Differential Signals
For Ron = RZQ/7 setting
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4Gb (x8) DDR4 Synchronous DRAM

I finitions for Diff il iqnal :

512Mx8 - NDQ48P

Table 95. Differential Input Slew Rate Definition

Description Measured Defined by
From To
Differential input slew rate for rising edge (CK - CK#) ViLdiffmax Vidiffmin iHdiffmin — ViLdifimax] / DeltaTRdiff
Differential input slew rate for falling edge (CK - CK#) Vitdiffmin ViLdiftmax iHditimin — ViLditmax] / DeltaTFdiff

Note 1. The differential signal (i,e., CK - CK#) must be linear between these thresholds.

, ial , I

Table 96. Cross point voltage for differential input signals (CK)

DDR4-2400/2666
Symbol Parameter _
Min. Max.
- Area of Vsen, VseL TBD TBD TBD TBD
Differential Input Cross Point Voltage
Vix(CK) | relative to VD[E)IZ for CK, CK# 9 TBD TBD TBD TBD
“MOS rail il | ls for RESET
Table 97. CMOS rail to rail Input Levels for RESET#
DDR4-2400/2666 .
Symbol Parameter - Unit | Note
Min. Max.
Vinac)_RESET |AC Input High Voltage 0.8 X Voo Vb Y, 6
Viupe)_RESET |DC Input High Voltage 0.7 X Vopg Voo \% 2
Viipe)_RESET  |DC Input Low Voltage Vss 0.3 X Vopo \Y 1
Viuac_RESET |AC Input Low Voltage Vss 0.2 X Vopo \Y; 7
TR_RESET |Rising time - 1.0 us 4
trw_RESET  |RESET pulse width 1.0 - us | 3,5
Note 1. After RESET# is registered Low, RESET# level shall be maintained below V\ oc) RESET during tew_RESET, otherwise, SDRAM may

not be reset.

Note 2. Once RESET# is registered High, RESET# level must be maintained above V\ypc)_ RESET, otherwise, SDRAM operation will not be
guaranteed until it is reset asserting RESET# signal Low.
Note 3. RESET is destructive to data contents.
Note 4. No slope reversal (ringback) requirement during its level transition from Low to High.
Note 5. This definition is applied only “Reset Procedure at Power Stable”.
Note 6. Overshoot might occur. It should be limited by the Absolute Maximum DC Ratings.
Note 7. Undershoot might occur. It should be limited by Absolute Maximum DC Ratings.
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Table 98. Differential AC and DC Input Levels for DQS

DDR4-2400 DDR4-2666 )
Symbol Parameter - - Unit | Note
Min. Max. Min. Max.
V Hpifipeak Vu.oiee peak VOItage 160 - TBD TBD mV 1,2
ViLbiffPeak ViLoirr peak VOltage - -160 TBD TBD mv | 1,2

Note 1. Used to define a differential signal slew-rate.
Note 2. These values are not defined; however, the differential signals DQS — DQS#, need to be within the respective limits Overshoot,
Undershoot Specification for single-ended signals.

iff ial . |
Table 99. Cross point voltage for DQS differential input signals
DDR4-2400 .
Symbol Parameter - Unit | Note
Min. Max.
! DQS and DQS# crossing relative to the midpoint of the DQS
Vixoos rato |3y DQS# signal swings ) 25 % | 12
Vbasmid_t0_Veent |Vogsmia Offset relative to Veen pg (Midpoint) - min(V/gitr, 50) mVv | 3-5

Note 1. Vix_pgs_ratio i DQS VIX crossing (Vix pes _FR OF Vix_pgs_RF) divided by Vogs wrans. Vbos _wrans IS the difference between the lowest
horizontal tangent above Vpgsmia Of the transitioning DQS signals and the highest horizontal tangent below Vogsmid of the transitioning
DQS signals.

Note 2. Vpgsmia Will be similar to the Vgerpg internal setting value obtained during Vger Training if the DQS and DQs drivers and paths are
matched.

Note 3. The maximum limit shall not exceed the smaller of Vg minimum limit or 50mV.

Note 4. Vix measurements are only applicable for transitioning DQS and DQS# signals when toggling data, preamble and highz states are not
applicable conditions.

Note 5. The parameter Vpgsmia is defined for simulation and ATE testing purposes, it is not expected to be tested in a system.

Table 100. Differential Input Slew Rate Definition for DQS, DQS#
. Measured )
Description Defined by
From To
Differential input slew rate for rising edge (DQS - DQS#) ViLpiti_pos Viupitf_pos [ViLoitt_pgs - Vinoitr_pes| / DeltaTRdiff
Differential input slew rate for falling edge (DQS - DQS#) |  Vinbitt_pgs ViLpift_bes [ViLpit_pgs - Vinpit_pgs| / DeltaTFdiff
Table 101. Differential Input Level for DQS, DQS#
DDRA4-2400 DDRA4-2666 .
Symbol Parameter - - Unit | Note
Min. Max. Min. Max.
VHpift_bQs Differntial Input High 130 - TBD TBD mV
Vit pos Differntial Input Low - 130 TBD TBD mV
Table 102. Differential Input Slew Rate for DQS, DQS#
DDR4-2400 DDR4-2666 .
Symbol Parameter - - Unit | Note
Min. Max. Min. Max.
SRIdiff Differential Intput Slew Rate 3 18 TBD TBD Vins
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Electrical Characteristics and AC Timing
Ref 1 . I |

Reference Load for AC Timing and Output Slew Rate represents the effective reference load of 50 ohms used in
defining the relevant AC timing parameters of the device as well as output slew rate measurements.

Ron nominal of DQ, DQS and DQS# drivers uses 34 ohms to specify the relevant AC timing parameter values of the
device.

The maximum DC High level of Output signal = 1.0 X Vbpg,

The minimum DC Low level of Output signal = {34 /(34 +50) } x Voog = 0.4 X Vbpo

The nominal reference level of an Output signal can be approximated by the following:

The center of maximum DC High and minimum DC Low ={(1+0.4)/2 } X Vobg = 0.7 X Vbpg

The actual reference level of Output signal might vary with driver Ron and reference load tolerances. Thus, the actual
reference level or midpoint of an output signal is at the widest part of the output signal’s eye. Prior to measuring AC
parameters, the reference level of the verification tool should be set to an appropriate level.

It is not intended as a precise representation of any particular system environment or a depiction of the actual load
presented by a production tester. System designers should use IBIS or other simulation tools to correlate the timing
reference load to a system environment. Manufacturers correlate to their production test conditions, generally one or
more coaxial transmission lines terminated at the tester electronics.

Figure 181. Reference Load for AC Timing and Output Slew Rate

VDDQ
DQ,
ggg# 500hm
CK, CK# — DUT ANNN— VTT =vDDQ
Timing Reference Point Timing Reference Point
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4Gb (x8) DDR4 Synchronous DRAM 512Mx8 - NDQ48P

Clock Specification

The jitter specified is a random jitter meeting a Gaussian distribution. Input clocks violating the min/max
values may result in malfunction of the device.

Definitions for tckabs):

tekens) is defined as the absolute clock period, as measured from one rising edge to the next consecutive
rising edge. tckbs) IS ot subject to production test.

Definitions for tckvg) and nCK:

tekvg) IS calculated as the average clock period across any consecutive 200 cycle window, where each
clock period is calculated from rising edge to rising edge.

N
{CK(avg)= ZtCK(abs)j /N
=

Where N=200

Definitions for tchvg) and tei(avg):

tcHvg) is defined as the average high pulse width, as calculated across any consecutive 200 high pulses.

N
{CH(avg)= ZtCHj / (NxtCK(avg))
=

Where N=200

teLiavg) is defined as the average low pulse width, as calculated across any consecutive 200 low pulses.

N
{CL(avg)= ZtCLj / (NXtCK(avg))
=

Where N=200

Definitions for terrmpen):

terr is defined as the cumulative error across n consecutive cycles of n X tckavg).
terr iS NOt subject to production test.
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Command, Control, and Address Setup, Hold, and Derating

The total tis (setup time) and ti (hold time) required is calculated to account for slew rate variation by adding the data
sheet tispase) Values, the ViLiac)y/Vinac) points, and tiHpase) values, the ViLpc)/Vivpe) points; to the Atis and Atn derating
values, respectively. The base values are derived with single-end signals at 1V/ns and differential clock at 2V/ns.
Example: tis (total setup time) = tispase) + Atis. For a valid transition, the input signal has to remain above/below
ViHao/ViLac) for the time defined by tvac.

Although the total setup time for slow slew rates might be negative (for example, a valid input signal will not have
reached Vinac)/ViLac) at the time of the rising clock transition), a valid input signal is still required to complete the
transition and to reach Vinac)y/ViLac). For slew rates that fall between the values listed in derating tables, the derating
values may be obtained by linear interpolation.

Setup (tis) nominal slew rate for a rising signal is defined as the slew rate between the last crossing of ViLpcymax and
the first crossing of ViHacmin that does not ring back below Vihpcymin. Setup (tis) nominal slew rate for a falling signal is
defined as the slew rate between the last crossing of Vikpcymin and the first crossing of Viiacymax that does not ring
back above ViLpcymax.

Hold (tx) nominal slew rate for a rising signal is defined as the slew rate between the last crossing of ViLpcymax and the
first crossing of Vinacmin that does not ring back below Viipcomin. Hold (tih) nominal slew rate for a falling signal is
defined as the slew rate between the last crossing of Vinpcymin @and the first crossing of ViLacymin that does not ring back
above ViLpc)max.

Table 103. Command, Address, Control Setup and Hold Values

Symbol Reference DDR4-2400 | DDR4-2666 | Unit
tis(base, AC100) Vinao/ViLac) 62 TBD ps
tiH(base, DC75) Voo ViLoc) 87 TBD ps

tis/tiHvRER) - 162 TBD ps

Note 1. Base ac/dc referenced for 1V/ns slew rate and 2 V/ns clock slew rate.
Note 2. Values listed are referenced only; applicable limits are defined elsewhere.

Table 104. Command, Address, Control Input Voltage Values

Symbol Reference DDR4-2400 | DDR4-2666 | Unit
ViH.CAMAC)min ViHacy/ViLac) 100 TBD mv
VH.cADC)min Vinoe)/ViLoc) 75 TBD mV
VIL.cA@AC)max VinaoyViLac) -75 TBD mV
ViL.cA(DC)max VinpeyViLoc) -100 TBD mV

Note 1. Command, Address, Control input levels relative t0 Vrerca.
Note 2. Values listed are referenced only; applicable limits are defined elsewhere.

Table 105. Derating values DDR4-2400 tIS/tIH - AC/DC based

At|s, Aty derating in [ps] AC/DC based -- VIH(AC)/VIL(AC) = irlOOmV, VIH(DC)/VIL(DC) = i75mV, relative to VREFCA
CK, CK# Differential Slew Rate

10.0 VIns 8.0 VIns 6.0 Vins 4.0 VIns 3.0 VIns 2.0 Vins 1.5 V/ns 1.0 ViIns
AtlS | AtH | Ats | AtH | aus | atH | atus | atH | Ats | atH | Ats | atiH | aus | atH | Atus | AtH

7.0 76 54 76 55 77 56 79 58 82 60 86 64 94 73 111 89

6.0 73 53 74 53 75 54 77 56 79 58 83 63 92 71 108 88

5.0 70 50 71 51 72 52 74 54 76 56 80 60 88 68 105 | 85

4.0 65 46 66 47 67 48 69 50 71 52 75 56 83 65 100 | 81
ACSAD% 30| 57 | 40 | 57 | 41 | 58 | 42 | 60 | 44 | 63 | 46 | 67 | 50 | 75 | 58 | 92 | 75
CNTL’ 2.0 40 28 41 28 42 29 44 31 46 33 50 38 58 46 75 63
Input 1.5 23 15 24 16 25 17 27 19 29 21 33 25 42 33 58 50
Slew 1.0 -10 -10 -9 -9 -8 -8 -6 -6 -4 -4 0 0 8 8 25 25
rate 0.9 -17 -14 -16 -14 -15 -13 -13 -10 -11 -8 -7 -4 1 4 18 21
Vins 0.8 -26 -19 -25 -19 -24 -18 -22 -16 -20 -14 -16 -9 -7 -1 9 16
0.7 -37 -26 -36 -25 -35 -24 -33 -22 -31 -20 -27 -16 -18 -8 -2 9

0.6 -52 -35 -51 -34 -50 -33 -48 -13 -46 -29 -42 -25 -33 -17 -17 -0

0.5 -73 -48 -72 -47 -71 -46 -69 -44 -67 -42 -63 -38 -54 -29 -38 | -13

0.4 |-104 -66 -103 | -66 -102 -65 | -100 -63 -98 -60 -94 -56 -85 -48 -69 -31
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512Mx8 - NDQ48P

Package Outline Drawing Information

Figure 182. 78-Ball FBGA Package 7.5x10.6x1.2mm(max)
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DETAIL : "A"

Symbol ' Dimension in inch ' Dimension in mm
Min Nom Max Min Nom Max
A -- -- 0.047 -- -- 1.20
Al 0.010 -- 0.016 0.25 -- 0.40
A2 -- -- 0.008 -- -- 0.20
D 0.291 0.295 0.299 7.40 7.50 7.60
E 0.413 0.417 0.421 10.50 10.60 10.70
D1 -- 0.252 -- -- 6.40 --
El -- 0.378 9.60
F -- 0.126 3.20
e -- 0.031 -- -- 0.80 --
b 0.016 0.018 0.020 0.40 0.45 0.50
D2 -- -- 0.081 -- -- 2.05
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