4Gb (x16) — DDR4 Synchronous DRAM

INSIGNIS

256M x 16 bit DDR4 Synchronous DRAM

Overview

The DDR4 SDRAM is a high-speed dynamic random-access memory internally organized with eight-banks (2 bank
groups each with 4 banks). The DDR4 SDRAM uses an 8n prefetch architecture to achieve high-speed operation. The
8n prefetch architecture is combined with an interface designed to transfer two data words per clock cycle at the 1/0O
pins. A single read or write operation for the DDR4 SDRAM consists of a single 8n-bit wide, four clock data transfer at
the internal DRAM core and eight corresponding n-bit wide, one-half clock cycle data transfers at the I/O pins.

Read and write operation to the DDR4 SDRAM are burst oriented, start at a selected location, and continue for a burst
length of eight or a ‘chopped’ burst of four in a programmed sequence. Operation begins with the registration of an
Activate Command, which is then followed by a Read or Write command. The address bits registered coincident with
the Activate Command are used to select the bank and row to be activated (BGO selects the bankgroup; BAO-BA1
select the bank; A0-A14 select the row). The address bits registered coincident with the Read or Write command are
used to select the starting column location for the burst operation, determine if the auto precharge command is to be
issued (via A10), and select BC4 or BL8 mode ‘on the fly’ (via A12) if enabled in the mode register.

Prior to normal operation, the DDR4 SDRAM must be powered up and initialized in a predefined manner. The
following sections provide detailed information covering device reset and initialization, register definition, command

descriptions, and device operation.

Features
e JEDEC Standard Compliant
o Fast clock rate: 1333MHz
o Power supplies:
- Vop & Vopa=+1.2V + 0.06V

-Vep=+2.5V -0.125V / +0.25V
e Operating temperature range:

- Extended Test (ET): Tc = 0~95°C
-Industrial Temp (IT): Tc = -40~95°C
- Automotive (AT): TC = -40~105°C
e Supports JEDEC clock jitter specification
e Bidirectional differential data strobe, DQS &DQS#
o Differential Clock, CK & CK#
e 8 internal banks: 2 groups of 4 banks each
e Separated 10 gating structures by Bank Group
e 8n-bit prefetch architecture
e Precharge & Active power down
o Auto Refresh and Self Refresh
e Low-power auto self refresh (LPASR)
o Self Refresh Abort
o Fine Granularity Refresh
o Write Leveling
e DQ Training via MPR
o Programmable preamble is supported both of 1tCK and
2tCK mode
o Command/Address (CA) Parity
e Data bus write cyclic redundancy check (CRC)
e Boundary Scan Mode

e Internal Vrerpaq Training

e Read Preamble Training

e Control Gear Down Mode

e Per DRAM Addressability (PDA)

e Output Driver Impedance Control

e Dynamic ODT (Rr1_park & RT7_Nom & RrtT_wR)

e Input Data Mask (DM) and Data Bus Inversion (DBI)

e ZQ Calibration

e Command/Address latency (CAL)

e Asynchronous Reset

e DLL enable/disable

e Burst Length (BL8/BC4/BC4 or 8 on the fly)

e Burst type: Sequential / Interleave

e CAS Latency (CL)

o CAS Write Latency (CWL)

e Additive Latency (AL): 0, CL-1, CL-2

e Average refresh period
- 8192 cycles/64ms (7.8us at -40°C = Tc = +85°C)
- 8192 cycles/32ms (3.9us at +85°C = Tc = +95°C)
- 8192 cycles/16ms (1.95us at +95°C < TC < +105°C)

e Data Interface: Pseudo Open Drain (POD)

e RoHS compliant

e Hard post package repair (hPPR)

e Soft post package repair (sPPR)

e 96-ball 7.5 x 13 x 1.2mm FBGA package
- Pb and Halogen Free

DISCLAIMER: All product, product specifications, and data are subject to change without notice to improve reliability, function or design, or otherwise. The
information provided herein is correct to the best of Insignis Technology Corporation’s knowledge. No liability for any errors, facts or opinions is accepted.
Customers must satisfy themselves as to the suitability of this product for their application. No responsibility for any loss as a result of any person placing reliance

on any material contained herein will be accepted.
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4Gb (x16) DDR4 Synchronous DRAM

How to Order

256Mx16 - NDQ46P

Function | Density | 10 Pkg Pkg Size Speed & Option INSIGNIS PART
Width | Type Latency NUMBER:

DDR4 4Gb x16 FBGA | 7.5x13 (x1.2) 2666-19-19-19* | Extended Test NDQA46PFI-7NET

DDR4 4Gb x16 FBGA | 7.5x13 (x1.2) 2666-19-19-19* | Industrial Temp NDQA46PFI-7NIT

DDR4 4Gb x16 FBGA | 7.5x13 (x1.2) 2666-19-19-19* | Automotive Temp | NDQ46PFI-7NAT

* Backward compatible with slower speed rates.

Visit: http://insignis-tech.com/how-to-buy
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4Gb (x16) DDR4 Synchronous DRAM

256Mx16 - NDQ46P

Table 1. Speed Grade Information

Speed Grade

Clock Frequency

CAS Latency treo (ns) tre (ns)

DDR4-2666 1333MHz

19 14.25 14.25

Figure 1. Ball Assignment (FBGA Top View)
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Figure 2. Block Diagram
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4Gb (x16) DDR4 Synchronous DRAM

256Mx16 - NDQ46P

Figure 3. State Diagram

This simplified State Diagram is intended to provide an overview of the possible state transitions and the commands to
control them. In particular, situations involving more than one bank, the enabling or disabling of on-die termination,
and some other events are not captured in full detail.
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Ball Descriptions

Table 2. Ball Details

Symbol

Type

Description

CK, CK#

Input

Clock: CK and CK# are differential clock inputs. All control and address input signals
are sampled on the crossing of the positive edge of CK and the negative edge of
CK#.

CKE

Input

Clock Enable: CKE high activates, and CKE low deactivates, internal clock signals
and device input buffers and output drivers. Taking CKE low provides Precharge
Power Down and Self-Refresh operation (all banks idle), or Active Power Down (row
Active in any bank). CKE is asynchronous for Self-Refresh exit. After Vrerca and
Internal DQ Vrer have become stable during the power on and initialization sequence,
they must be maintained during all operations (including Self-Refresh). CKE must be
maintained high throughout read and write accesses. Input buffers, excluding CK,

CK#, ODT and CKE, are disabled during power down. Input buffers, excluding CKE,
are disabled during Self-Refresh.

CS#

Input

Chip Select: All commands are masked when CS# is registered high. CS# provides
for external Rank selection on systems with multiple Ranks. CS# is considered part
of the command code.

OoDT

Input

On Die Termination: ODT (registered high) enables Rtr_nom termination resistance
internal to the DDR4 SDRAM. When enabled, ODT is applied to each DQ, LDQS,
LDQS#, UDQS, UDQS#, LDM, and UDM signal. The ODT pin will be ignored if MR1
is programmed to disable Rrr_nowm.

ACT#

Input

Activation Command Input: ACT# defines the Activation command being entered
along with CS#. The input into RAS#/A16, CAS#/A15 and WE#/A14 will be considered
as Row Address A16, A15 and A14.

RAS#/A16
CAS#/A15
WE#/A14

Input

Command Inputs: RAS#/A16, CAS#/A15 and WE#/A14 (along with CS#) define the
command being entered. Those pins have multi function. For example, for activation
with ACT# low, those are Addressing like A16, A15 and A14 but for non-activation
command with ACT# high, those are Command pins for Read, Write and other
command defined in command truth table.

LDM#/LDBI#

UDM#/UDBI#

Input /
Output

Input Data Mask and Data Bus Inversion: DM# is an input mask signal for write
data. Input data is masked when DM# is sampled low coincident with that input data
during a Write access. DM# is sampled on both edges of DQS. DM is mixed with DBI
function by Mode Register A10, A11, A12 setting in MR5. DBI# is an input /output
identifying whether to store/output the true or inverted data. If DBI# is low the data will
be stored/output after inversion inside the DDR4 SDRAM and not inverted if DBI# is
high.

BGO

Input

Bank Group Inputs: BGO defines to which bank group an Active, Read, Write or
Precharge command is being applied. BGO also determines which mode register is to
be accessed during a MRS cycle.

BAO-BA1

Input

Bank Address: BAO-BA1 define to which bank an Active, Read, Write, or Precharge
command is being applied. Bank address also determines which mode register is to
be accessed during a MRS cycle.

AO0-A16

Input

Address Inputs: Provide the row address for Activate Commands and the column
address for Read/Write commands to select one location out of the memory array in
the respective bank. (A10/AP, A12/BC#, RAS#/A16, CAS#/A15 and WE#/A14 have
additional functions, see other rows. The address inputs also provide the op-code
during Mode Register Set commands. A15 and A16 are used on some higher densities.

A10/AP

Input

Auto-precharge: A10 is sampled during Read/Write commands to determine whether
Autoprecharge should be performed to the accessed bank after the Read/Write
operation. (high: Autoprecharge; low: no Autoprecharge). A10 is sampled during a
Precharge command to determine whether the Precharge applies to one bank (A10
low) or all banks (A10 high). If only one bank is to be precharged, the bank is selected
by bank addresses.

NDQ46PFIv1.2-4Gb(x16)20260105 6



A12/BC#

Input

Burst Chop: A12/BC# is sampled during Read and Write commands to determine if
burst chop (on-the-fly) will be performed. (high, no burst chop; low: burst chopped).
See command truth table for details.

Reset#

Input

Active Low Asynchronous Reset: Reset is active when Reset# is low, and inactive
when Reset# is high. Reset# must be high during normal operation. Reset# is a
CMOS rail-to-rail signal with DC high and low at 80% and 20% of Voo.

DQO0-DQ15

Input /
Output

Data Input/ Output: Bi-directional data bus. If CRC is enabled via Mode register
then CRC code is added at the end of Data Burst. Any DQ from DQ0~DQ3 may
indicate the internal Vrer level during test via Mode Register Setting MR4 A4=high.
During this mode, Rt should be set Hi-Z.

LDQS,
LDQSH#,
uDQs,

UDQS#

Input /
Output

Data Strobe: output with read data, input with write data. Edge-aligned with read
data, centered in write data. LDQS corresponds to the data on DQO0-DQ7; UDQS
corresponds to the data on DQ8-DQ15. The data strobe LDQS and UDQS are paired
with differential signals LDQS#, and UDQS#, respectively, to provide differential pair
signaling to the system during reads and writes. DDR4 SDRAM supports differential
data strobe only and does not support single-ended.

PAR

Input

Command and Address Parity Input: DDR4 Supports Even Parity check in DRAM
with MR setting. Once it's enabled via Register in MR5, then DRAM calculates Parity
with ACT#, RAS#/A16, CAS#/A15, WE#/A14, BGO, BAO-BA1, and A16-A0.

Command and address inputs shall have parity check performed when commands
are latched via the rising edge of CK and when CS# is low.

Alert#

Input /
Output

Alert: It has multi functions such as CRC error flag, Command and Address Parity
error flag as Output signal. If there is error in CRC, then Alert# goes low for the
period time interval and goes back high. If there is error in Command Address Parity
Check, then Alert# goes low for relatively long period until ongoing DRAM internal
recovery transaction to complete. During Connectivity Test mode, this pin works as
input. Using this signal or not is dependent on system. In case of not connected as
Signal, Alert# Pin must be bounded to Vop on board.

TEN

Input

Connectivity Test Mode Enable: Connectivity Test Mode is active when TEN is
high, and inactive when TEN is low. TEN must be low during normal operation. TEN
is @ CMOS rail-to-rail signal with AC high and low at 80% and 20% of Vbp (960mV for
DC high and 240mV for DC low). Using this signal or not is dependent on System.
This pin may be DRAM internally pulled low through a weak pull-down resistor to
Vss.

NC

No Connect: These pins should be left unconnected.

VDD

Supply

Power Supply: +1.2V +0.06V.

Vss

Supply

Ground

Vbba

Supply

DQ Power Supply: +1.2V +0.06V.

Vssa

Supply

DQ Ground

Vep

Supply

DRAM Activating Power Supply: 2.5V ( 2.375V min, 2.75V max)

VREFCA

Supply

Reference voltage for CA

ZQ

Supply

Reference pin for ZQ calibration.

NOTE: Input only pins (BGO, BAO-BA1, A0-A16, ACT#, RAS#/A16, CAS#/A15, WE#/A14, CS#, CKE, ODT, and RESET#) do not supply termination.
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Reset and Initialization Procedure
For power-up and reset initialization, in order to prevent DRAM from functioning improperly default values for the
following MR settings need to be defined:

Gear down mode (MR3 A[3]) : 0 = 1/2 Rate

Per DRAM Addressability (MR3 A[4]) : 0 = Disable

CS# to Command/Address Latency (MR4 A[8:6]) : 000 = Disable
CA Parity Latency Mode (MRS A[2:0]) : 000 = Disable

Hard Post Package Repair mode (MR4 A[13]) : 0 = Disable

Soft Post Package Repair mode (MR4 A[5]) : 0 = Disable

Power-up Initialization Sequence

The following sequence is required for Power up and Initialization:

1.

10.

NDQ46PFIv1.2-4Gb(x16)20260105 8

Apply power (Reset# and TEN are recommended to be maintained below 0.2 x Vpp; all other inputs may be
undefined). Reset# needs to be maintained below 0.2 x Vop for minimum 200us with stable power and TEN needs
to be maintained below 0.2 x Vop for minimum 700us with stable power. CKE is pulled “Low” anytime before
Reset# being de- asserted (min. time 10ns). The power voltage ramp time between 300mV to Vpp,min must be no
greater than 200ms; and during the ramp, Vop = Vopa and (Vob-Voba) < 0.3 V. Vep must ramp at the same time or
earlier than Vop and Vep must be equal to or higher than Vpp at all times.

During power-up, either of the following conditions may exist and must be met:

Condition A:
¢ VVpp and Vopa are driven from a single power converter output, AND
e The voltage levels on all pins other than Vop, Voba, Vss, Vssa must be less than or equal to Voba and Voo on
one side and must be larger than or equal to Vssa and Vss on the other side. In addition, Vrr is limited to 0.76 V
max once power ramp is finished, AND
e VVrerca tracks Voo/2.

Condition B:
¢ Apply Vop without any slope reversal before or at the same time as Vbba
¢ Apply Vbba without any slope reversal before or at the same time as V11 & Vrerca.
e Apply Vep without any slope reversal before or at the same time as Voo.
e The voltage levels on all pins other than Voo, Voba, Vss, Vssa must be less than or equal to Voba and Voo on
one side and must be larger than or equal to Vssa and Vss on the otherside.
After Reset# is de-asserted, wait for another 500us until CKE becomes active. During this time, the DRAM wiill

start internal initialization; this will be done independently of external clocks.

Clocks (CK, CK#) need to be started and stabilized for at least 10ns or 5tck (which is larger) before CKE goes
active. Since CKE is a synchronous signal, the corresponding setup time to clock (tis) must be met. Also a
Deselect command must be registered (with tis set up time to clock) at clock edge Td. Once the CKE registered
“high” after Reset, CKE needs to be continuously registered “high” until the initialization sequence is finished,
including expiration of toLk and tzainit.

The DDR4 SDRAM keeps its on-die termination in high-impedance state as long as Reset# is asserted. Further,
the SDRAM keeps its on-die termination in high impedance state after Reset# deassertion until CKE is registered
high. The ODT input signal may be in undefined state until tis before CKE is registered high. When CKE is
registered high, the ODT input signal may be statically held at either low or high. If Rtt_nowm is to be enabled in MR1
the ODT input signal must be statically held low. In all cases, the ODT input signal remains static until the power
up initialization sequence is finished, including the expiration of toL.k and tzainit.

After CKE is being registered high, wait minimum of Reset CKE Exit time, txpr, before issuing the first MRS
command to load mode register. (txepr=Max(txs, 5SnCK)]

Issue MRS Command to load MR3 with all application settings (To issue MRS command to MR3, provide “ low” to
BGO, “high” to BA1, BAO)

Issue MRS command to load MR6 with all application settings (To issue MRS command to MR6, provide “low” to
BAO, “high” to BGO, BA1)

Issue MRS command to load MR5 with all application settings (To issue MRS command to MR5, provide “low” to
BA1, “high” to BGO, BAO)

Issue MRS command to load MR4 with all application settings (To issue MRS command to MR4, provide “Low” to
BA1, BAO, “High” to BG0)

Issue MRS command to load MR2 with all application settings (To issue MRS command to MR2, provide “Low” to
BGO, BAO, “High” to BA1)



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

11. Issue MRS command to load MR1 with all application settings (To issue MRS command to MR1, provide “Low” to
BGO, BA1, “High” to BAO)

12. Issue MRS command to load MRO with all application settings (To issue MRS command to MRO, provide “Low” to
BGO, BA1, BAO)

13. Issue ZQCL command to starting ZQ calibration.

14. Wait for both toik and tzainit completed.

15. The DDR4 SDRAM is now ready for Read/Write training (include Vrer training and Write leveling).

Figure 4. RESET# and Initialization Sequence at Power-on Ramping
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VDD Slew rate at Power-up Initialization Sequence

Table 3. VDD Slew Rate

Symbol Min. Max. Units | Notes
Voo_sl 0.004 600 Vims | 1,2
Vbp_ona - 200 ms 1,3

Notes:

1. Measurement made between 300mv and 80% Vpp minimum.
2. 20 MHz bandlimited measurement.

3. Maximum time to ramp Vpp from 300 mv to Vpp minimum.

Reset Initialization with Stable Power

The following sequence is required for Reset at no power interruption initialization:

1. Asserted Reset# below 0.2 x VDD anytime when reset is needed (all other inputs may be undefined). Reset#
needs to be maintained for minimum tPW_Reset. CKE is pulled "low" before Reset# being de-asserted (min. time
10 ns).

Follow steps 2 to 10 in “Power-up Initialization Sequence.”

The Reset sequence is now completed, DDR4 SDRAM is ready for Read/Write training (include VREF training
and Write leveling)

wn
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Figure 5. Reset Procedure at Power Stable
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Operation Mode Truth Table

Notes 1, 2, 3 and 4 apply to the entire Command Truth Table.
Note 5 Applies to all Read/Write commands.
[BG=Bank Group Address, BA=Bank Address, RA=Row Address, CA=Column Address, BC#=Burst Chop, X=Don’t

Care, V=Valid].

Table 4. Command Truth Table

Function Symbol [CKEn1| CKEn | Cs#t | ACT#| R Cos WEH| g |Bag.1| BC# | 213 | 210/ a0
Mode Register Set MRS H H L H L L L BG BA OP Code
Refresh REF H H L H L L H \Y \Y \Y \Y \ \
Self Refresh Entry 7° SRE H L L H L L H \ Y \Y Y \Y \Y
Self Refresh Exit " SRX L H H X X X X X X X X X x
L H H H H \ Vv \Y Vv \Y \Y
Single Bank Precharge PRE H H L H L H L BG | BA \Y \Y L \Y
Precharge all Banks PREA H H L H L H L \Y \% \Y \% H \Y
RFU RFU H H L H L H H RFU | RFU | RFU | RFU | RFU | RFU
Bank Activate ACT H H L L RA | RA | RA BG | BA| RA| RA| RA | RA
Write (Fixed BL8 or BC4) WR H H L H H L L BG | BA \Y \Y CA
Write (BC4, on the Fly) WRS4 H H L H H L L BG | BA L \Y CA
Write (BL8, on the Fly) WRS8 H H L H H L BG | BA H \Y CA
}’\Fllr)'(t: deCSA(;‘:OB zf)Charge WRA | H H L|H|H|L]|L|B|B|V|V]H]|CA
Write with Auto Precharge
(BC4, on the Fly) 9 WRAS4| H H L H H L L BG | BA L \Y, H CA
Write with Auto Precharge
(BLS, on the Fly) 9 WRAS8| H H L H H L L BG | BA H \Y H CA
Read (Fixed BL8 or BC4) RD H H H H H BG | BA \Y \Y CA
Read (BC4, on the Fly) RDS4 H H H H H BG | BA L \Y CA
Read (BL8, on the Fly) RDS8 H H H H H BG | BA H \Y CA
Read with Auto Precharge
(Fixed BLS or BC4) 9 RDA H H L H H L H BG | BA \Y \Y, H CA
Read with Auto Precharge
(BC4, on the Fly) 9 RDAS4 H H L H H L H BG | BA L \Y, H CA
Read with Auto Precharge
(BL8, on the Fly) 9 RDAS8 H H L H H L H BG | BA H \Y, H CA
No Operation NOP H H L H H H H \Y \Y \Y \Y \ \
Device Deselected DES H H H X X X X X X X X X X
Power Down Entry © PDE H L H X X X X X X X X X X
Power Down Exit PDX L H H X X X X X X X X X X
ZQ calibration Long ZQCL H H L H H H L \Y Vv \Y Vv H \Y
ZQ calibration Short ZQCSs H H L H H H L \Y \Y \Y \Y L \Y

Note 1. All DDR4 SDRAM commands are defined by states of CS#, ACT#, RAS#/A16, CAS#/A15, WE#/A14 and CKE at the rising edge of the
clock. The MSB of BG, BA, RA and CA are device density and configuration dependent. When ACT# = H; pins RAS#/A16, CAS#/A15, and
WE#/A14 are used as command pins RAS#, CAS#, and WE# respectively. When ACT# = L; pins RAS#/A16, CAS#/A15, and WE#/A14 are
used as address pins A16, A15, and A14 respectively.

Note 2. Reset# is low enable command which will be used only for asynchronous reset so must be maintained high during any function.

Note 3. Bank Group addresses (BG) and Bank addresses (BA) determine which bank within a bank group to be operated upon. For MRS commands
the BG and BA selects the specific Mode Register location.

Note 4. “V” means “H or L (but a defined logic level)’ and “X” means either “defined or undefined (like floating) logic level”.

Note 5. Burst reads or writes cannot be terminated or interrupted and Fixed/on-the-Fly BL will be defined by MRS.

Note 6. The Power Down Mode does not perform any refresh operation.

Note 7. The state of ODT does not affect the states described in this table. The ODT function is not available during Self Refresh.

Note 8. Controller guarantees self refresh exit to be synchronous.

Note 9. Vpp and Vrer(Vrerca) must be maintained during Self Refresh operation.

Note 10. The No Operation (NOP) command may be used only when entering gear-down mode.

Note 11. Refer to the CKE Truth Table for more detail with CKE transition.
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4Gb (x16) DDR4 Synchronous DRAM

Table 5. CKE Truth Table

(&) .
Current State ) CKEn-1 " CKEn " RAs#C’ocrnArg;:“vjvE#’ cs# Action n ®) Notes
L L X Maintain Power-Down 14,15
Power-Down
L H Deselect Power-Down Exit 11,14
L L X Maintain Self-Refresh 15,16
Self-Refresh -
L H Deselect Self-Refresh Exit 8,12,16
Bank(s) Active H L Deselect Active Power-Down Entry 11,13,14
Reading H L Deselect Power-Down Entry 11,13,14,17
Writing H L Deselect Power-Down Entry 11,13,14,17
Precharging H L Deselect Power-Down Entry 11,13,14,17
Refreshing H L Deselect Precharge Power-Down Entry 11
H L Deselect Precharge Power-Down Entry 11,13,14,18
All Banks Idle
H L Refresh Self-Refresh 9,13,18
See Command Truth Table for additional command details 10
Notes:

1. CKEn is the logic state of CKE at clock edge n; CKEn-1 was the state of CKE at the previous clock edge.
. Current state is defined as the state of the DDR4 SDRAM immediately prior to clock edge n.
. Command n is the command registered at clock edge n, and Action n is a result of command n, ODT is not included here.

. The state of ODT does not affect the states described in this table. The ODT function is not available during Self Refresh.

2
3
4. All states and sequences not shown are illegal or reserved unless explicitly described elsewhere in this document.
5
6

. During any CKE transition (registration of CKE H — L or CKE L — H) the CKE level must be maintained until 1nCK prior to tckemin being satisfied
(at which time CKE may transition again).

7. Deselect and NOP are defined in the Command Truth Table.

8. On Self Refresh Exit Deselect commands must be issued on every clock edge occurring during the txs period. Read or ODT commands may be

issued only after txspL is satisfied.

9. Self Refresh mode can only be entered from the All Banks Idle state.
10. Must be a legal command as defined in the Command Truth Table.
11. Valid commands for Power Down Entry and Exit are Deselect only.
12. Valid commands for Self Refresh Exit are Deselect only, except for Gear Down mode. NOP is allowed for the mode.
13. Self Refresh cannot be entered during Read or Write operations. For a detailed list of restrictions see section “Self-Refresh Operation” and see

section “Power-Down Modes”.
14. The Power Down does not perform any refresh operations.
15. “X” means “don't care” (including floating around Vger) in Self Refresh and Power Down. It also applies to Address pins.
16. Vpp and Vger (Vrerca) must be maintained during Self Refresh operation.
17. If all banks are closed at the conclusion of the read, write or precharge command, then Precharge Power Down is entered, otherwise Active
Power Down is entered.
18. ‘Idle state’ is defined as all banks are closed (trp, tpaL, etc. satisfied), no data bursts are in progress, CKE is high, and all timings from previous
operations are satisfied (tvrp, tmop, trrc, tzainit, tzaoper, tzacs, etc.) as well as all Self Refresh exit and Power Down Exit parameters are satisfied

(txs, txp, etc).

NDQ46PFIv1.2-4Gb(x16)20260105 12
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Programming the Mode Registers

For application flexibility, various functions, features, and modes are programmable in seven Mode Registers, provided
by the DDR4 SDRAM, as user defined variables and they must be programmed via a Mode Register Set (MRS)
command. The mode registers are divided into various fields depending on the functionality and/or modes. As not all
the Mode Registers (MRn) have default values defined, contents of Mode Registers must be initialized and/or re-
initialized, i.e. written, after power up and/or reset for proper operation. Also the contents of the Mode Registers can be
altered by re-executing the MRS command during normal operation. When programming the mode registers, even if
the user chooses to modify only a sub-set of the MRS fields, all address fields within the accessed mode register must
be redefined when the MRS command is issued. MRS command and DLL Reset do not affect array contents, which
means these commands can be executed any time after power-up without affecting the array contents. MRS
Commands can be issued only when DRAM is at idle state. The mode register set command cycle time, tMRD is
required to complete the write operation to the mode register and is the minimum time required between two MRS
commands shown in the tMRD timing figure.

Figure 6. tMRD timing

Ta1l
CK#
CK

CMD N?MID'U&L'D‘V&LIDH MRS“' ' DES H l MRS ‘ ' ' DES H
ADDR NVMID"H’M'VMIDHM‘MD'\W.ID"U'AI.ID“?ALIDIVM'H‘MD'\'M‘VMDH
ke I ' W W W ' H ' ' ' ' |

tMRD

Setlings Dld Qettlngs . :@',' - Up-datlng Setllngs

NOTE 1. This timing diagram shows /A Parity Latency mode is "Disable” case.
MOTE 2. List of MRS commands exception that do not apply 10 tuan 7 ime BreAk [l ooN'T cARE
- CiA Parity Latency mode
- C5 to Command/Address Latency moda
- Per DRAM Addressability mode
= Wezppg training Value, Vigeens Training mode and Veerpa training Range
Some of the Mode Register setting affect to address/command/control input functionality. These case, next MRS

command can be allowed when the function updating by current MRS command completed.

The MRS commands that do not apply tMRD timing to next MRS command. These MRS command input cases have
unique MR setting procedure, so refer to individual function description.

The most MRS command to Non-MRS command delay, tMOD, is required for the DRAM to update the features, and is
the minimum time required from an MRS command to a non-MRS command excluding DES, as shown in the tMOD
timing figure.

Some of the mode register setting cases, function updating takes longer than tMOD. The MRS commands that do not

apply tMOD timing to next valid command excluding DES are listed in Note 2 of the tMOD timing figure. These MRS
command input cases have unique MR setting procedure, so refer to individual function description.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 7. tMOD timing

TO T1 Tal Ta1 Ta2 Ta3 Tad TeO Thi Tb2 Tb3
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CMD N?!LID'?#LID“MRE" DF_S ' DES ' DES ' UEE H DES }.(vam).-(vmu).{m}‘
ADDR NVN.ID “vm'vm).(m).{um n'vm)ﬂ(m).(vm).(m).(m}.
C“E"“""“?’"'l

Settings Oid sa-rungs ::: uma:m; Settings x Mew Settings
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| i ! |

MOTE 1. This timing diagram shows CfA Parity Latency mode is “Disable” case, 1 TIME EREAK -ng"-T CARE
NOTE 2. List of MRS commands exception that do not apply to tueo

- DLL Enable, DLL Reset

- Wrerpg training Value, internal Ve Monitor, Vagrpg Tralning mode and Vg training Range

- Per DRAM addressability mode

- Maximum power saving mode

- CA Parity mode

Figure 8. ODT Status at MRS affecting ODT turn-on/off timing

CK#
CK :‘
CMD :
ooT AN | . /S ;h |
[ o | 1 o o Hapc i
! : ., :E:EG_mm . i'_1/_l'm‘| :
o - L 7 i
RTT Rrr.nou 3 ), I Bl N § Rrv.pou
I "tapc_mae ’ : ‘ Ptanc_max

MOTE 1. This tming diagram shows CA Parity Latency mode is "Disable” case.

NOTE 2. Whean an MRS command mentionad n this note affects Ryr_yow um on Grmangs, Rer yes  tum off imings and Ryr_sow valus,
this means the MR register value changes. Tha QDT signal should sat (o be low for at least DODTLo +1 clock bafore their affecting
MRS command 15 issued and remain low until tuee expires. The following MR reqisters alfects Ryr_geas turn on imings, Ryr_ssoe turm off
timings and Rrr_wow value and it requires ODT to be low when an MRS command change the MR register value. If there are no change
the MR register value that cormespond to commands mentioned in this note, then ODT signal 15 not require (o be low,

- DLL control for precharge power dawn

- Additive latency and CAS read latency

- DLL enable and disable

= CAS wiite latency

- CA Parity mode

- Gear down mode

- Rrr_piow

The mode register contents can be changed using the same command and timing requirements during normal operation
as long as the device is in idle state, i.e., all banks are in the precharged state with tre satisfied, all data bursts are
completed and CKE is high prior to writing into the mode register. If Rtt_nom function is intended to change (enable to
disable and vice versa) or already enabled in DRAM MR, ODT signal must be registered Low ensuring Rtr_now is in
an off state prior to MRS command affecting Rtt_nom turn-on and off timing. The ODT signal may be registered high
after twop has expired. ODT signal is a don’t care during MRS command if DRAM R+t_nom function is disabled in the
mode register prior and after an MRS command.
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Mode Register MRO
Table 6. MRO Definition

BGO | BA1 | BAD Tﬁ"%ﬂ ?::155# I‘:Ef A13 ) A2 | A1 | ATD | AD | AB | AT | AB | AS | A4 | A3 | A2 | A1 | AD
0 0 0 VI O O T T A I WR & RTP [F:'!'; ™ cL BT | CL EL
|
v v I‘l' | v
A3 DLL Reset AT Test Mode A3 Read Burst Type A1 | AD BEL
0 Mo 0 Mormal 0 Sequential 0 0 & (Fixed)
Yes 1 Interleave 0 1 BC4 or & (on the fiy)
1 o BC4 (Fixed)
1 1 Reserved
| |
A1 | A0 AD WH RTP A | A5 | A4 | AZ CAS Latency

0 0 0 10 5 0 0 0 0 9
0 0 1 12 G 0 0 ] 1 10
0 1 0 14 7 0 0 1 0 11
0 1 1 16 a 0 0 1 1 12
1 0 0 18 9 0 1 ] 0 13
1 0 1 20 10 0 1 ] 1 14
1 1 1 2 11 0 1 1 0 15
Write Recovery and Read fo Precharge for aute precharge 0 1 i i 16
1 1 0 1 17
1 0 0 0 13
1 1 1 0 19
1 0 0 1 20
1 1 1 1 21
1 0 1 0 22

Note 1. Reserved for future use and must be programmed to 0 during MR.

Note 2. WR (write recovery for autoprecharge)min in clock cycles is calculated following rounding algorithm. The WR value in the
mode register must be programmed to be equal or larger than WRmin. The programmed WR value is used with trp to
determine tpaL.

Note 3. The table shows the encodings for Write Recovery and internal Read command to Precharge command delay. For actual
Write recovery timing, please refer to AC timing table.

CAS Latency

The CAS latency (CL) setting is defined in the MRO Register Definition table. CAS latency is the delay, in clock cycles,
between the internal read command and the availability of the first bit of output data. The device does not support half-
clock latencies. The overall read latency (RL) is defined as additive latency (AL) + CAS latency (CL): RL = AL + CL.

Test Mode

The normal operating mode is selected by MRO[7] and all other bits set to the desired values shown in the MRO
Register Definition table. Programming MRO[7] to a value of 1 places the device into a DRAM manufacturer-defined
test mode to be used only by the manufacturer, not by the end user. No operations or functionality is specified if
MRO[7] = 1.

DLL Reset

The DLL reset bit is self-clearing, meaning that it returns to the value of 0 after the DLL reset function has been issued.
After the DLL is enabled, a subsequent DLL reset should be applied. Any time the DLL reset function is used, toLLk
must be met before functions requiring the DLL can be used. (For example, Read commands or ODT synchronous
operations).
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Burst Length, Type and Order

Accesses within a given burst may be programmed to sequential or interleaved order. The burst type is selected via
bit A3 of Mode Register MRO. The ordering of accesses within a burst is determined by the burst length, burst type,
and the starting column address as shown in the following table. The burst length is defined by bits A0-A1 of Mode
Register MRO. Burst length options include fixed BC4, fixed BL8, and ‘on the fly’ which allows BC4 or BL8 to be
selected coincident with the registration of a Read or Write command via A12/BC#.

Table 7. Burst Type and Burst Order

i Starting Column Address Burst type = Sequential burst type = Interleaved
Burst Length| Read/Write A2 v AD (decimal) A3=0 (decimal) A3=1 Note
0 0 0 0,1,2,3TT,T,T 0,1,2,3T,T,T,T
0 0 1 1,2,3,0,T, T, T, T 1,0,3,2,T,T,T, T
0 1 0 2,3,01,T,T,T,T 2,3,0,1,T,T,T,T
Read 0 1 1 3,001,2,T,T,T,T 3,2,1,0, T, T, T, T 123
4 Chop 1 0 0 4,56,7,T,T,T,T 4,56,7,T,T,T,T re
1 0 1 56,7,4TTTT 54,76, T, T, T, T
1 1 0 6,7,4,5TTT,T 6,7,4,5TT,T,T
1 1 1 7,4,5,6, T, T, T, T 7,6,54,T,T,T,T
Write 0 Vv Vv 0,1,2,3, X, X, X, X 0,1,2,3, X, X, X, X 1,2,4,
1 Vv Vv 4,5,6,7, X, X, X, X 4,5,6,7, X, X, X, X 5
0 0 0 0,1,2,3,4,56,7 0,1,2,3,4,56,7
0 0 1 1,2,3,0,5,6,7,4 1,0,3,2,5,4,7,6
0 1 0 2,3,0,1,6,7,4,5 2,3,0,1,6,7,4,5
Read 0 1 1 3,0,1,2,7,4,5,6 3,2,1,0,7,6,5,4 2
8 1 0 0 4,5,6,7,0,1,2,3 4,56,7,0,1,2,3
1 0 1 56,7,4,1,2,3,0 54,7,6,1,0,3,2
1 1 0 6,7,4,5,2,3,0,1 6,7,4,52,3,0,1
1 1 1 7,4,5,6,3,0,1,2 7,6,54,32,1,0
Write Vv Vv Vv 0,1,2,3,4,56,7 0,1,2,3,4,56,7 2,4

Notes:

1. In case of burst length being fixed to 4 by MRO setting, the internal write operation starts two clock cycles earlier than for the BL8 mode. This
means that the starting point for twr and twrr will be pulled in by two clocks. In case of burst length being selected on-the-fly via A12/BC#, the
internal write operation starts at the same point in time like a burst of 8 write operation. This means that during on-the-fly control, the starting
point for twg and twrr will not be pulled in by two clocks.

0...7 bit number is value of CA[2:0] that causes this bit to be the first read during a burst.

T: Output driver for data and strobes are in high impedance.

V: avalid logic level (0 or 1), but respective buffer input ignores level on input pins.

X: Don't Care.

il

Write Recovery (WR)/Read-to-Precharge (RTP)

The programmed write recovery (WR) value is used for the auto precharge feature along with trp to determine toa.. WR
for auto precharge (MIN) in clock cycles is calculated by dividing twr (in ns) by tck (in ns) and rounding to the next
integer:

The WR value must be programmed to be equal to or larger than twr (MIN). When both DM and write CRC are
enabled in the mode register, the device calculates CRC before sending the write data into the array; twr values will
change when enabled. If there is a CRC error, the device blocks the Write operation and discards the data.

Internal Read-to-Precharge (RTP) command delay for auto precharge (MIN) in clock cycles is calculated by dividing
trrp (in Ns) by tck (in ns) and rounding to the next integer: The RTP value in the mode register must be programmed to
be equal to or larger than RTP (MIN). The programmed RTP value is used with trp to determine the ACT timing to the
same bank.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Mode Register MR1

Table 8. MR1 Definition

RAS#H | CASH|WE#
BGO | BAT | BAD | ol e | aqa | A13 | A12 | AT1 | A10 | AS | AB | A7 | AG | A5 | A4 | A3 | A2 | A1 | AD
] 0 1 0 0 0 | 0" |Qoff?| 0" Rt now wL | 0" | 0" ALt oDl DLL
] [ | | * |
v ¥ — v
A12 Choff A7 |Wirite Leveling Enable || | AD DLL Enable A2 | A1 |Output Driver Impedance Contral
0 | Output butter enabled 0 Disable 0 Disable o | o RZQIT
1 | Oulput buffer disabled 1 Enable 1 Enable 0 1 RZQ5
1 0 Reserved
1 1 Reserved
l L J
A0 | AS | AB Rrr_now Ad | A3 Additive Latency
] 0 0 Rt now Disable 0 0 0(AL disabled)
0 0 1 RZ0/4 0 1 cL-1
] 1 0 RZ0y2 1 0 cL-2
0 1 1 RZQG 1 1 Reserved
1 0 0 RZO/
1 0 1 RZ0VS
1 1 0 RZCY3
1 1 1 RZQVT

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. Outputs disabled - DQs, DQSs, DQS#s.

Note 3. States reversed to “0 as Disable” with respect to DDR4.

Note 4. Additive Latency is not supported for x16 device.

DLL Enable/DLL Disable

The DLL must be enabled for normal operation and is required during power-up initialization and upon returning to
normal operation after having the DLL disabled. During normal operation (DLL enabled with MR1[0]) the DLL is
automatically disabled when entering the Self Refresh operation and is automatically re-enabled upon exit of the Self
Refresh operation. Any time the DLL is enabled and subsequently reset, toLik clock cycles must occur before a Read
or Synchronous ODT command can be issued to allow time for the internal clock to be synchronized with the external
clock. Failing to wait for synchronization to occur may result in a violation of the tbasck, taon, or taor parameters.

During toLk, CKE must continuously be registered High. The device does not require DLL for any Write operation,
except when Rrr_wr is enabled and the DLL is required for proper ODT operation.

The direct ODT feature is not supported during DLL off mode. The ODT resistors must be disabled by continuously
registering the ODT pin Low and/or by programming the Rrr_nowm bits MR1[10:8] = 000 via an MRS command during
DLL off mode.

The dynamic ODT feature is not supported in DLL off mode; to disable dynamic ODT externally, use the MRS
command to set Rrr_wr, MR2[11:9] = 00.

Output Driver Impedance Control
The output driver impedance of the device is selected by MR1[2:1].
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ODT Rr1_nom Values

The device is capable of providing three different termination values: Rtr_park, Rtt_nom, and Rrr_wr. The nominal
termination value, Rrt_nowm, is programmed in MR1. A separate value, Rtt_wr, may be programmed in MR2 to enable
a unique Rt value when ODT is enabled during Write operations. The Rtr_wr value can be applied during Write
commands even when Rrr_nowm is disabled. A third Rrr value, Rrr_park, is programmed in MR5. Rrt_park provides a
termination value when the ODT signal is Low.

Additive Latency

The Additive Latency (AL) operation is supported to make command and data bus efficient for sustainable bandwidths
in the device. In this operation, the device allows a Read or Write command (either with or without auto precharge) to
be issued immediately after the Activate command. The command is held for the time of AL before it is issued inside
the device. Read latency (RL) is controlled by the sum of the AL and CAS latency (CL) register settings. Write latency
(WL) is controlled by the sum of the AL and CAS Write latency (CWL) register settings. Additive Latency is not
supported for x16 device.

Write Leveling

For better signal integrity, the device uses fly-by topology for the commands, addresses, control signals, and clocks.
Fly-by topology benefits from a reduced number of stubs and their lengths, but it causes flight-time skew between
clock and strobe at every DRAM on the DIMM. This makes it difficult for the controller to maintain tDQSS, tDSS, and
tDSH specifications. Therefore, the device supports a write leveling feature that allows the controller to compensate
for skew.

Output Disable

The device outputs may be enabled/disabled by MR1[12] as shown in the MR1 Register Definition table. When
MR1[12] is enabled (MR1[12] = 1) all output pins (such as DQ and DQS) are disconnected from the device, which
removes any loading of the output drivers. For example, this feature may be useful when measuring module power.
For normal operation, set MR1[12] to 0.
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Mode Register MR2

Table 9. MR2 Definition

BGO | BA1 | BAD |y | SO iTe | a3 | Atz | A1 | A10 | A9 | As | A7 | A6 | AS | A4 | A3
o | 1o o] o] o]0 oo Rir we 0" | LPASR oL
|
¢ !
A12 Write CRC A1 A0 | AZ =
i} Dizable 0 i} 1] Rrrpvm, disabled (Writz does not affect Ry value)
1 Enable 0 0 1 RZCW2
0 1 0 RZCu1
0 1 1 Hi-Z
1 0 0 RZCY3
L J
Operating Data Rate in MT/s Operating Data Rate in I'-.-'I'I'I.fs
AS A4 A3 AL for 1 tox Write Preamble for 2 o Write Preamble
1% St 2™ Set 1% Set 2™ Set
0 0 0 9 1800 - - -
0 0 1 10 1866 - - -
0 1 0 11 2133 1600 - -
0 1 1 12 2400 1856 - -
1 0 0 14 2566 2133 2400 -
1 0 1 16 2933 /3200 2400 2666 2400
1 1 0 13 - 2656 2933 /3200 2656
1 1 1 20 - 293373200 - 2933/ 3200
Y
AT AG Low Power Auto Self Refresh (LPASR)
0 0 Manual Mode - Normal Operating Temperature Range (To: -40°C ~ 85°C)
0 1 Manual Mede - Reduced Operating Temperature Range (T -40°C ~ 45°C)
1 V] Manual Mode - Extended Operating Temperature Range (T -40°C ~ 85°C)
1 1 ASR Mode [Auto Self Refresh)

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. The 2 tck Write Preamble is valid for DDR4-2400/2666 Speed Grade. For the 2™ Set of tck Write Preamble, no additional CWL is needed.

CAS Write Latency

CAS WRITE latency (CWL) is defined by MR2[5:3] as shown in the MR2 Register Definition table. CWL is the delay,
in clock cycles, between the internal Write command and the availability of the first bit of input data. The device does
not support any half-clock latencies. The overall Write latency (WL) is defined as additive latency (AL) + parity latency
(PL) + CAS write latency (CWL): WL = AL +PL + CWL.

Low-Power Auto Self Refresh

Low-power auto self refresh (LPASR) is supported in the device. Applications requiring Self Refresh operation over
different temperature ranges can use this feature to optimize the IDD6 current for a given temperature range as
specified in the MR2 Register Definition table.

Dynamic ODT

In certain applications and to further enhance signal integrity on the data bus, it is desirable to change the termination
strength of the device without issuing an MRS command. This may be done by configuring the dynamic ODT (R171_wr)
settings in MR2[11:9]. In write leveling mode, only Rtt_nowm is available.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Write Cyclic Redundancy Check Data Bus

The write cyclic redundancy check (CRC) data bus feature during writes has been added to the device. When enabled

via the mode register, the data transfer size goes from the normal 8-bit (BL8) frame to a larger 10-bit Ul frame, and the
extra two Uls are used for the CRC information.
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Mode Register MR3
Table 10. MR3 Definition

BGD | BA1 | BAD I?:'IS'E# ?}fﬁ# T;TI A13 | A12 | AT | AD | AD | AR | AT A | A5 | A4 | A3 [ AZ | A Al

o [ e e [e o | MR | Yo | Theenen | s |roa | o wee | WIREE

[ . * | I ! |_l_

A12| A1 | MPR Read Format 410 | A9 | CRC+DM Write Command Latency ™ A1 | AD | MPR Page Selection

0 0 Serial o 0 4 o (1600) 0 0 Pagel

0 1 Parallel 0 1 5 toy (1366/21332400/2666) 0 1 Page1

1 0 Staggered 1 0 B tow (2933/73200) 1 0 Page?

1 1 Reserved 1 1 RFU 1 1 Page3

v
A3 Geardowm Mode
 J 4] 1/2 Rate

A | AT A6 | Fine Granularity Refresh 1 1/4 Rate ¥

0 0 0 Mormal (Fixed 1x) Y A2 MPR Cperaticn

0 0 1 Fixed 2x A4 | Per DRAM Addressability 0 Mormal

0 1 0 Fixed 4% 0 Dizable 1 Cratafiow from'to MPR

0 1 1 Reserved 1 Enable

1 0 0 Reserved *

1 0 1 Enable on the fiy 2x AS Temperature sensor

1 1 0 Enable on the fiy 4x 0 Disable

1 1 1 Reserved 1 Enable

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. Write Command latency when CRC and DM are both enabled:

e Atless than or equal to 1600 then 4tCK; neither 5tCK nor 6tCK

e At greater than 1600 and less than or equal to 2666 then 5tCK; neither 4tCK nor 6tCK
Note 3. Refer to MPR Data Format table.

Write Command Latency When CRC/DM is Enabled

The Write command latency (WCL) must be set when both Write CRC and DM are enabled for Write CRC persistent
mode. This provides the extra time required when completing a Write burst when Write CRC and DM are enabled.

Fine Granularity Refresh Mode

This mode had been added to DDR4 to help combat the performance penalty due to refresh lockout at high densities.
Shortening trrc and decreasing cycle time allows more accesses to the chip and allows for increased scheduling
flexibility.

Temperature Sensor Status

This mode directs the DRAM to update the temperature sensor status at MPR Page 2, MPRO [4,3]. The temperature
sensor setting should be updated within 32ms; when an MPR read of the temperature sensor status bits occurs, the
temperature sensor status should be no older than 32ms.

Per-DRAM Addressability

The MRS command mask allows programmability of a given device that may be in the same rank (devices sharing the
same command and address signals). As an example, this feature can be used to program different ODT or Vrer
values on DRAM devices within a given rank.

Gear-Down Mode

The device defaults in 1/2 rate (1N) clock mode and uses a low frequency MRS command followed by a sync pulse to
align the proper clock edge for operating the control lines CS#, CKE, and ODT when in 1/4 rate (2N) mode. For
operation in 1/2 rate mode, no MRS command or sync pulse is required.
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Mode Register MR4

Table 11. MR4 Definition

Note 1. Reserved for future use and must be programmed to 0 during MRS.

Write Preamble

Programmable Write preamble, twere, can be set to 1tck or 2tck via the MR4 register. The 1tck setting is similar to
DDR3. However, when operating in 2tck Write preamble mode, CWL must be programmed to a value at least 1 clock
greater than the lowest CWL setting supported in the applicable tck range. Some even settings will require addition of

2 clocks. If the alternate longer CWL was used, the additional clocks will not be required.

Read Preamble

Programmable Read preamble trrre can be set to 1tck or 2tck via the MR4 register. Both the 1tck and 2tck DDR4
preamble settings are different from that defined for the DDR3 SDRAM. Both DDR4 Read preamble settings may

BGO | BAT | BAD I?:?: ?:Fé‘t vﬁf A13 | A12 | A1 | A0 | AD | AS A7 AG | AS Ad A3 A2 Al Al
] [ —
+ h J
Al hPPR AL AT A CAL A2 Temperature Controlled Refresh Fange
] Disakle a a Dizabled ] MNormal
1 Ensble a 1 3 1 Extended
v a a 4 ¥
A10 | Read Preamble Training Mode a 1 5 AL Tempserature Controlled Refresh Made
] Disable 1 a ¢ ] Dizable
1 Enable 1 1 g 1 Enzble
v 1 ] Resaned ¥
A1 Read Preamble 1 1 Reserved AS sPPR
1] 1t + 0 Disabde
1 2 tex Ad Intemnal Wagr Monitor Enabile
¥ a Disakble ¥
AlZ Write Preamble 1 Enakle AR Self Refresh Abort
0 1 fex ] Disable
2 R 1 Ensble

require the memory controller to train (or read level) its data strobe receivers using the Read preamble training.

Read Preamble Training

Programmable Read preamble training can be set to 1tck or 2tck. This mode can be used by the memory controller to

train or Read level its data strobe receivers.

Temperature-Controlled Refresh

When temperature-controlled refresh mode is enabled, the device may adjust the internal refresh period to be longer
than treri of the normal temperature range by skipping external Refresh commands with the proper gear ratio. For
example, the DRAM temperature sensor detected less than 45°C. Normal temperature mode covers the range of 0°C
to 85°C (ET) or -40°C to 85°C (IT), while the extended temperature range covers 0°C to 95°C (ET), -40°C to 95°C (IT),

or -40°C to 105°C (AT).
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Command Address Latency

Command Address Latency (CAL) is a power savings feature and can be enabled or disabled via the MRS setting.
CAL is defined as the delay in clock cycles (tcaL) between a CS# registered LOW and its corresponding registered
command and address. The value of CAL (in clocks) must be programmed into the mode register and is based on the
roundup (in clocks) of [tck(ns)/tcaL(ns)].

Internal VREF Monitor

The device generates its own internal Vrerpa. This mode may be enabled during Vrerpa training, and when enabled,
VReF, time-short and Vrer, time-long Need to be increased by 10ns if DQO, DQ1, DQ2, or DQ3 have 0pF loading. An
additional 15ns per pF of loading is also needed.
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Mode Register MR5
Table 12. MR5 Definition

BGO |BAT | BAD T |Gane | mry A13 | A2 | A11 Al0 | A9 | A3 A7 | A6 | AS A4 [ A3 | A2 A1 | A0
i e[+ o | o | o 0 |RoBI|WDBI DM |CAPE Rire_pa: ST Parity | SRC 1 i Parity Latency
! ] ! ] T I I |
v Y ¥ | [
AB | CA parity Persistent Error Al AT | AR R panx A2 | A1 AD PL
0 Disable 0 0 0 | Ry pass Disabled o | o | o Disabled
1 Enakble i} ] 1 RZ4 0 /] 1 4 (180001 8682 133)
+ 4] 1 ¥ RZQ2 [ 1 [i] 5 [2400v2338)
AlD Data Mask 4] 1 1 RZQE a 1 1 8 (2B333200)
] Dizsble 1 0 0 RZ1 1 /] 1] Rezsnved
1 Enablz i 0 1 RIS 1 /] 1 Brssmed,
¥ 1 1 ] RT3 1 1] o Res=ned,
Al Write DBI i 1 1 RZT 1 1 1 Resenved
1] Crisakble ¥
1 Enabla A5 OOT Input Buffer during Power Down ™ A4 CiA Parity Error Status Al CREG Error Clear
0 OCT input buffer is activated 0 Clear ] Clzar
A1Z | Read D8I 1 OOT input buffer is deactivated 1 Emror 1 Error
[} Disable
1 Enable

Note 1. Reserved for future use and must be programmed to 0 during MRS.
Note 2. When RTT_Nom Disable is set in MR1, A5 of MR5 will be ignored.

Data Bus Inversion

The Data Bus Inversion (DBI) function has been added to the device and is supported for x16 configurations. The DBI
function shares a common pin with the DM functions. The DBI function applies to both Read and Write operations;
Write DBI cannot be enabled at the same time the DM function is enabled. DBl is not allowed during MPR Read
operation; during an MPR read, the DRAM ignores the read DBI enable setting in MRS bit A12.

Data Mask

The Data Mask (DM) function, also described as a partial write, has been added to the device and is supported for x16
configurations. The DM function shares a common pin with the DBI functions. The DM function applies only to Write
operations and cannot be enabled at the same time the write DBI function is enabled.

CA Parity Persistent Error Mode

Normal CA parity mode (CA parity persistent mode disabled) no longer performs CA parity checking while the parity
error status bit remains set at 1. However, with CA parity persistent mode enabled, CA parity checking continues to be
performed when the parity error status bit is setto a 1.

ODT Input Buffer for Power-Down

This feature determines whether the ODT input buffer is on or off during power-down. If the input buffer is configured
to be on (enabled during power-down), the ODT input signal must be at a valid logic level. If the input buffer is
configured to be off (disabled during power-down), the ODT input signal may be floating and the device does not
provide Rrt_nom termination. However, the device may provide Rrr_park termination depending on the MR settings.
This is primarily for additional power savings.
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CA Parity Error Status

The device will set the error status bit to 1 upon detecting a parity error. The parity error status bit remains set at 1
until the device controller clears it explicitly using an MRS command.

CRC Error Clear

The device will set the error status bit to 1 upon detecting a CRC error. The CRC error status bit remains set at 1 until
the device controller clears it explicitly using an MRS command.

CA Parity Latency Mode

CA parity is enabled when a latency value, dependent on tck, is programmed; this accounts for parity calculation delay
internal to the device. The normal state of CA parity is to be disabled. If CA parity is enabled, the device must ensure
there are no parity errors before executing the command. CA parity signal (PAR) covers ACT#, RAS#/A16, CAS#/A15,
WE#/A14, and the address bus including bank address and bank group bits. The control signals CKE, ODT, and CS#
are not included in the parity calculation.
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Mode Register MR6
Table 13. MR6 Definition

BGO | BAT| BAD | e | Gage | ey | A3 | A12 | AT1 | A10 | A9 | A8 | AT | A6 | A5 | A4 | A3 | A2 | A1 | AD

1 1 0 0 0 o | 0" oo L oo ?,;Eh“fr; k‘;t“:n?f Virerno Training Value
} | L
L J

A1E [ AT | A1D toon o min (tox) towiwmin (k) Maote AG ‘Wreroo Range
0 0 i} 4 58T Data rate £21333Mbps 1} Range 1
0 0 1 B 58T 1333Mbps < Data rate 21866Mbps 1 Range 2
0 1 i} B ToE 186GMbps < Data rate 22400Mbps v
0 1 1 7 1024 2400Mbps < Data rate Z2886Mbps AT Wrern Training
1 0 1] ] 1024 2866Mbps = Data rate S3200Mbp= 0 Disable
1 a 1 Reserved - Reserved 1 Enable
1 1 o Reserved - Reserved
1 1 1 Reserved - Reserved
A5:A0 Range1 Range2 A5:A0 Range1 Range2 A5:A0 Range1 Range2 A5:A0 Range1 Range2
000000 60.00% 45.00% 001101 68.45% 53.45% 011010 76.90% 61.90% 10 0111 85.35% 70.35%
000001 60.65% 45.65% 001110 69.10% 54.10% 011011 77.55% 62.55% 10 1000 86.00% 71.00%
000010 61.30% 46.30% 001111 69.75% 54.75% 01 1100 78.20% 63.20% 10 1001 86.65% 71.65%
000011 61.95% 46.95% 010000 70.40% 55.40% 01 1101 78.85% 63.85% 10 1010 87.30% 72.30%
000100 62.60% 47.60% 010001 71.05% 56.05% 011110 79.50% 64.50% 10 1011 87.95% 72.95%
000101 63.25% 48.25% 010010 71.70% 56.70% 011111 80.15% 65.15% 10 1100 88.60% 73.60%
000110 63.90% 48.90% 010011 72.35% 57.35% 10 0000 80.80% 65.80% 10 1101 89.25% 74.25%
000111 64.55% 49.55% 010100 73.00% 58.00% 10 0001 81.45% 66.45% 10 1110 89.90% 74.90%
001000 65.20% 50.20% 010101 73.65% 58.65% 10 0010 82.10% 67.10% 10 1111 90.55% 75.55%
001001 65.85% | 50.85% 010110 74.30% 59.30% 10 0011 82.75% 67.75% 11 0000 91.20% 76.20%
001010 66.50% 51.50% 010111 74.95% 59.95% 10 0100 83.40% 68.40% 11 0001 91.85% 76.85%
001011 67.15% 52.15% 011000 75.60% 60.60% 10 0101 84.05% 69.05% 110010 92.50% 77.50%
001100 67.80% | 52.80% 011001 76.25% 61.25% 10 0110 84.70% 69.70% 11 0011 to 111111 : Reserved

Note 1. Reserved for future use and must be programmed to 0 during MRS

tcco_L Programming

The device controller must program the correct tCCD_L value. tCCD_L will be programmed according to the value
defined per operating frequency in the AC parameter table.

VRrerpa Training Enable

Vrerpa Training is where the device internally generates its own Vrerpa to be used by the DQ input receivers. The
device controller is responsible for setting and calibrating the internal Vrerpa level using an MRS protocol (adjust up,
adjust down, etc.). The procedure is a series of Writes and Reads in conduction with Vrerpa adjustments to optimize and
verify the data eye. Enabling Vrerpa Training must be used whenever values are being written to the MR6[6:0] register.
Vrerpa Training Range

The device defines two Vrerpa calibration ranges: Range 1 and Range 2. Range 1 supports Vrerpa between 60% and
92% of Vopa while Range 2 supports Vrerpa between 45% and 77% of Voba, Range 1 was targeted for module-based
designs and Range 2 was added to target point to-point designs.

VRrerpa Training Value

Fifty settings provide approximately 0.65% of granularity steps sizes for both Range 1 and Range 2 of Vrerpa.
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Mode Register MR7: Ignore

The DDR4 SDRAM shall ignore any access to MR7 for all DDR4 SDRAM. Any bit setting within MR7 may not take
any effect in the DDR4 SDRAM.
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DLL-off Mode and DLL on/off Switching Procedure
DLL on/off switchi |

The DLL-off mode is entered by setting MR1 bit AO to “0”; this will disable the DLL for subsequent operations until AO
bit is set back to “1”.

13 ” 1] tH

To switch from DLL “on” to DLL “off’ requires the frequency to be changed during Self-Refresh, as outlined in the
following procedure:

1.

9.

CK#
CK

' P 1““5' " ' P .‘ wnmad w""-l:!," E'u.....-'!,"l.- i :.} |
5 :,-’—I! y 2 : B — i :
CKE i : toksre i -/ “(w.unﬂw.un)“{uun}.
j 7 j 2 ; 3 13 "
; [ T . ¥t : ; {l T it T 0t i
; o A 5 | |

Nookrwd

Starting from Idle state (All banks pre-charged, all timings fulfilled, and DRAMs On-die Termination resistors,
Rrt_nom, must be in high impedance state before MRS to MR1 to disable the DLL.)

Set MR1 bit AO to “0” to disable the DLL.

Wait tmop.

Enter Self Refresh Mode; wait until (tcksre) is satisfied.

Change frequency, following the guidelines in the Input Clock Frequency Change section.

Wait until a stable clock is available for at least (tcksrx) at device inputs.

Starting with the Self Refresh Exit command, CKE must continuously be registered high until all tmop timings from
any MRS command are satisfied. In addition, if any ODT features were enabled in the mode registers when Self

Refresh mode was entered, the ODT signal must continuously be registered LOW until all tmop timings from any

MRS command are satisfied. If Rrr_nom features were disabled in the mode registers when Self Refresh mode was
entered, ODT signal is Don’t Care.

Wait txs_rast OF txs_abort OF txs, then set Mode Registers with appropriate values (especially an update of CL, CWL
and WR may be necessary; a ZQCLcommand may also be issued after txs_rast).

e txs rast : ZQCL, ZQCS, MRS commands. For MRS command, only CL and WR/RTP register in MRO, CWL
register in MR2 and geardown mode in MR3 are allowed to be accessed provided the device is not in per
DRAM addressibility mode. Access to other device mode registers must satisfy txs timing.

o txs_avort : If the MR4 bit A9 is enabled then the device aborts any ongoing refresh and does not increment the
refresh counter. The controller can issue a valid command after a delay of txs_avort. Upon exit from Self-Refresh,
the device requires a minimum of one extra refresh command before it is put back into Self-Refresh Mode.
This requirement remains the same irrespective of the setting of the MRS bit for self refresh abort.

e tixs: ACT, PRE, PREA, REF, SRE, PDE, WR, WRS4, WRS8, WRA, WRAS4, WRASS8, RD, RDS4, RDS8, RDA,
RDAS4, RDASS8

Wait for tmop, then device is ready for next command.

Figure 9. DLL Switch Sequence from DLL ON to DLL OFF
Te1 Tf Tg Th

T ¥
e Pammnar

txs Fast | ¢
=" x5 ABORT !
e —

i tus o7
A _heoa
3 7 | 3,
vaLID Yl mun)"(vmn).
v X( v T

Enter Self Refresh Exit Self Refresh /7 TIME BREAK -nmrr CARE

NOTES:

1. Starting with Idke State, Ry in Stable

2. Disable DLL by setting MR1 Bl AOto O

3. Enter SR

4. Change Fragquency

5. Clock must be stable Lo

6. Exit SR

71.8.9. Update Mode registers allowed with DLL off parameters setting
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13 th 13 ”

To switch from DLL “off” to DLL “on” (with required frequency change) during Self-Refresh:

1. Starting from Idle state (All banks pre-charged, all timings fulfiled and DRAMs On-die Termination resistors

(Rrt_nom) must be in high impedance state before Self-Refresh mode is entered.)

Enter Self Refresh Mode, wait until tcksre satisfied.

Change frequency, following the guidelines in the Input Clock Frequency Change section.

Wait until a stable clock is available for at least (tcksrx) at device inputs.

Starting with the Self Refresh Exit command, CKE must continuously be registered high until toLik timing from

subsequent DLL Reset command is satisfied. In addition, if any ODT features were enabled in the mode registers

when Self Refresh mode was entered, the ODT signal must continuously be registered low until toLk timings from
subsequent DLL Reset command is satisfied. If Rtr_nom were disabled in the mode registers when Self Refresh
mode was entered, ODT signal is don’t care.

6. Wait txs or txs_asort depending on Bit A9 in MR4, then set MR1 bit A0 to “1” to enable the DLL.

7. Wait turp, then set MRO bit A8 to “1” to start DLL Reset.

8. Wait twrp, then set Mode Registers with appropriate values (especially an update of CL, CWL and WR may be
necessary. After tvop satisfied from any proceeding MRS command, a ZQCL command may also be issued
during or after toLik.)

9. Wait for twop, then device is ready for next command. (Remember to wait toLk after DLL Reset before applying
command requiring a locked DLL). In addition, wait also for tzaoper in case a ZQCL command was issued.

abrwN

Figure 10. DLL Switch Sequence from DLL OFF to DLL ON

Ck#
CK

CKE

cMmD

oDT

Enter Self Refresh Exit Self Refresh 7 TIME BREAK [JJooN'T caRe

NOTES:

1. Starting with ldle State

2. Enter SR

3. Change Frequency

4. Clock must be stable tesax

5. Exit SR

6.7. Set DLL-on by MR1 AQ= "1

8. Start DLLResat

9. Update rest MR register values after tpys (nod shown in the diagram)
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DLL-off Mode
DLL-off mode is entered by setting MR1 bit A0 to “0”; this will disable the DLL for subsequent operations until A0 bit is

set back to “1”. The MR1 AO bit for DLL control can be switched either during initialization or during self refresh mode.
Refer to the Input Clock Frequency Change section for more details.

The maximum clock frequency for DLL-off Mode is specified by the parameter tckpL_orr. There is no minimum
frequency limit besides the need to satisfy the refresh interval, treri.

Due to latency counter and timing restrictions, only one value of CAS Latency (CL) in MRO and CAS Write Latency
(CWL) in MR2 are supported. The DLL-off mode is only required to support setting of both CL=10 and CWL=9.

DLL-off mode will affect the Read data Clock to Data Strobe relationship (tpasck), but not the Data Strobe to Data
relationship (tpasa, tan). Special attention is needed to line up Read data to controller time domain.

Comparing with DLL-on mode, where toasck starts from the rising clock edge (AL+CL) cycles after the Read command,
the DLL-off mode toasck starts (AL+CL - 1) cycles after the read command. Another difference is that toasck may not
be small compared to tck (it might even be larger than tck) and the difference between tbasckmin and tbasckmax is
significantly larger than in DLL-on mode. toasckLL_of) values are undefined.

The timing relations on DLL-off mode Read operation are shown in the following diagram, where CL = 10, AL = 0, and
BL = 8.

Figure 11. Read operation at DLL-off mode

TO T1 TG T7 T8 T8 T10 T11 T2 T13 T14
CH# n.“; ey Y o - = o .Lj — - - -
CK
CMD READ

BA (&)
— -

# RL=ALeCL=104CL=10,AL=0)

) ) CL =10
DQS4Iff_DLL_on m
_':::l
b
DO _DLL_on * ERUR O (GRER D (RN ) { GO ) (ER)) (G0 { (T
4 R (DLL_off) = AL + (CL-1) = foascrpu_on me

{: et
DQS4iff_DLL_off ; /—\_W

H

BQ_DLL of GO RN NENED)

I asorTiLL_off_mas

DOSdiff_DLL_off I: FM/_
DQ_DLL_of COXEHENRENMEMENRENED)
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Input Clock Frequency Change

After the device is initialized, the DDR4 SDRAM requires the clock to be “stable” during almost all states of normal
operation. This means that after the clock frequency has been set and is to be in the “stable state”, the clock period is
not allowed to deviate except for what is allowed for by the clock jitter and SSC (spread spectrum clocking)
specifications. The input clock frequency can be changed from one stable clock rate to another stable clock rate only
when in Self- Refresh mode. Outside Self-Refresh mode, it is illegal to change the clock frequency.

After the device has been successfully placed into Self-Refresh mode and tcksre has been satisfied, the state of the
clock becomes a "Don’t Care". Following a "Don’t Care", changing the clock frequency is permissible, provided the
new clock frequency is stable prior to tcksrx. When entering and exiting Self-Refresh mode for the sole purpose of
changing the clock frequency, the Self-Refresh entry and exit specifications must still be met as outlined in Self-
Refresh Operation.

For the new clock frequency, additional MRS commands to MR0O, MR2, MR3, MR4, MR5, and MR6 may need to be
issued to program appropriate CL, CWL, Gear-down mode, Read & Write Preamble, Command Address Latency
(CAL Mode), Command Address Parity (CA Parity Mode), and tccp_L/toLik value.

In particular, the Command Address Parity Latency (PL) must be disabled when the clock rate changes, ie. while in
Self Refresh Mode. For example, if changing the clock rate from DDR4-2133 to DDR4-2666 with CA Parity Mode
enabled, MR5[2:0] must first change from PL = 4 to PL = disable prior to PL = 5. The correct procedure would be to (1)
change PL = 4 to disable via MR5 [2:0], (2) enter Self Refresh Mode, (3) change clock rate from DDR4-2133 to
DDR4-2666, (4) exit Self Refresh Mode, (5) Enable CA Parity Mode setting PL = 5 via MR5 [2:0].

If the MR settings that require additional clocks are updated after the clock rate has been increased, i.e. after exiting
self refresh mode, the required MR settings must be updated prior to removing the DRAM from the idle state, unless
the DRAM is reset. If the DRAM leaves the idle state to enter self refresh mode or ZQ Calibration, the updating of the
required MR settings may be deferred to after the next time the DRAM enters the idle state.

If MR6 is issued prior to Self Refresh Entry for new toLk value, then DLL will relock automatically at Self Refresh Exit.
However, if MR6 is issued after Self Refresh Entry, then MRO must be issued to reset the DLL.

The device input clock frequency can change only within the minimum and maximum operating frequency specified

for the particular speed grade. Any frequency change below the minimum operating frequency would require the use
of DLL-on mode to DLL-off mode transition sequence. (See DLL on/off switching procedure.)
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Write Leveling

For better signal integrity, the DDR4 memory module adopted fly-by topology for the commands, addresses, control
signals, and clocks. The fly-by topology has benefits from reducing number of stubs and their length, but it also
causes flight time skew between clock and strobe at every DRAM on the DIMM. This makes it difficult for the
Controller to maintain toass, tbss, and tosu specification. Therefore, the device supports a write leveling feature to allow
the controller to compensate for skew. This feature may not be required under some system conditions provided the
host can maintain the toass, tbss and tosH specifications.

The memory controller can use the write leveling feature and feedback from the device to adjust the DQS, DQS# to
CK, CK# relationship. The memory controller involved in the leveling must have adjustable delay setting on DQS,
DQS# to align the rising edge of DQS, DQS# with that of the clock at the DRAM pin. The DRAM asynchronously
feeds back CK, CK#, sampled with the rising edge of DQS, DQS#, through the DQ bus. The controller repeatedly
delays DQS, DQS# until a transition from 0 to 1 is detected. The DQS, DQS# delay established through this exercise
would ensure toass specification.

Besides tbass, toss and tosn specification also needs to be fulfilled. One way to achieve this is to combine the actual
toass in the application with an appropriate duty cycle and jitter on the DQS, DQS# signals. Depending on the actual
toass in the application, the actual values for toas. and toasi may have to be better than the absolute limits provided in
the chapter “AC Timing Parameters” in order to satisfy tbss and tosn specification. A conceptual timing of this scheme
is shown below.

Figure 12. Write Leveling Concept

Source

Diff DQS

Destination CK
1 1
CK

Diff_DQS

DQ Oor1 \ o
Push DS o capture 0-1
transition /_\ /_\_

Diff_DQS

DQ Dor 1 X 1 X 1 X 1

DQS, DQS# driven by the controller during leveling mode must be terminated by the DRAM based on ranks populated.
Similarly, the DQ bus driven by the DRAM must also be terminated at the controller.

All data bits should carry the leveling feedback to the controller across the DRAM configurations x16. On a x16 device,
both byte lanes should be leveled independently. Therefore, a separate feedback mechanism should be available for each
byte lane. The upper data bits should provide the feedback of the upper diff_DQS(diff UDQS) to clock relationship
whereas the lower data bits would indicate the lower diff DQS(diff LDQS) to clock relationship.

NDQ46PFIv1.2-4Gb(x16)20260105 32 o



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

DRAM enters into Write leveling mode if A7 in MR1 set 'High’ and after finishing leveling, DRAM exits from write
leveling mode if A7 in MR1 set 'Low’ (see the MR setting involved in the leveling procedure table). Note that in write
leveling mode, only DQS terminations are activated and deactivated via ODT pin, unlike normal operation (see the
DRAM termination function in the leveling mode table).

Table 14. MR setting involved in the leveling procedure

Function MR1 Enable Disable
Write leveling enable A7 1 0
Output buffer mode (Qoff) A12 0 1

Table 15. DRAM termination function in the leveling mode
ODT pin @DRAM if Rr7_nom/park Value is set via MRS | DQS/DQS# termination DQs termination

R‘I'I'_NOM with ODT ngh on off

Rrr_park With ODT Low on off

Notes:
1. In Write Leveling Mode with its output buffer disabled (MR1[bit A7] = 1 with MR1[bit A12] = 1) all Rt nomand Rrr_park Settings are allowed; in
Write Leveling Mode with its output buffer enabled (MR1[bit A7] = 1 with MR1[bit A12] = 0) all Rrr nomand Rrr_par settings are allowed.
2. Dynamic ODT function is not available in Write Leveling Mode. DRAM MR2 bits A[11:9] must be ‘000’ prior to entering Write Leveling Mode.
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P jure Descripti

The Memory controller initiates Leveling mode of all DRAMs by setting bit A7 of MR1 to 1. When entering write
leveling mode, the DQ pins are in undefined driving mode. During write leveling mode, only Deselect commands are
allowed, as well as an MRS command to change Qoff bit (MR1[A12]) and an MRS command to exit write leveling
(MR1[AT7]). Upon exiting write leveling mode, the MRS command performing the exit (MR1[A7]=0) may also change
the other MR1 bits. Since the controller levels one rank at a time, the output of other ranks must be disabled by setting
MR1 bit A12 to 1. The Controller may assert ODT after tmop, at which time the DRAM is ready to accept the ODT
signal.

The Controller may drive DQS low and DQS# high after a delay of twibasen, at which time the DRAM has applied on-
die termination on these signals. After tbasL and twimro, the controller provides a single DQS, DQS# edge which is
used by the DRAM to sample CK — CK# driven from controller. Twimrpmax) timing is controller dependent.

DRAM samples CK — CK# status with rising edge of DQS — DQS# and provides feedback on all the DQ bits
asynchronously after twio timing. There is a DQ output uncertainty of twiLoe defined to allow mismatch on DQ bits. The
twLoe period is defined from the transition of the earliest DQ bit to the corresponding transition of the latest DQ bit.
There are no read strobes (DQS/DQS#) needed for these DQs. Controller samples incoming DQs and decides to
increment or decrement DQS — DQS# delay setting and launches the next DQS — DQS# pulse after some time, which
is controller dependent. Once a 0 to 1 transition is detected, the controller locks DQS — DQS# delay setting and write
leveling is achieved for the device. The following figure shows the timing diagram and parameters for the overall Write
Leveling procedure.

Figure 13. Write Leveling Sequence (DQS capturing CK low at Ta and CK high at Tb)
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Write Leveling Mode Exi

The following sequence describes how the Write Leveling Mode should be exited:

1. After the last rising strobe edge (see ~T0), stop driving the strobe signals (see ~Tc0). Note: From now on, DQ
pins are in undefined driving mode, and will remain undefined, until tmoo after the respective MRS command
(Te1).

2. Drive ODT pin low (tis must be satisfied) and continue registering low (see TbO0).

3. After the Rt is switched off, disable Write Level Mode via MRS command (see Tc2).

4. After tvop is satisfied (Te1), any valid command may be registered. (MRS commands may be issued after tvrp
(Td1).

Figure 14. Write Leveling Exit
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CAL Mode (CS# to Command Address Latency)

DDR4 supports Command Address Latency (CAL) function as a power savings feature. CAL is the delay in clock
cycles between CS# and CMD/ADDR defined by MR4[A8:A6].

CAL gives the DRAM time to enable the CMD/ADDR receivers before a command is issued. Once the command and
the address are latched, the receivers can be disabled. For consecutive commands, the DRAM will keep the receivers
enabled for the duration of the command sequence.

Figure 15. Definition of CAL

1 o2 3 a ] [ T -] 9 10 1 12 13 14 15

Figure 16. CAL operational timing for consecutive command issues
1 2 3 4 5 6 7 8 9 10 11 12

CH#
CK

C5#

CMDY
ADDR

MRS Timings with mmand/Addr Laten nabl

When Command/Address latency mode is enabled, users must allow more time for MRS commands to take effect.
When CAL mode is enabled, or being enabled by an MRS command, the earliest the next valid command can be
issued is tmop_caL, where tvop_caL= tmop + tcaL.

Figure 17. CAL enable timing — tMOD_CAL
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Note 1: MRS command at Ta1 enables CAL mode.
Note 2: tMOD_CAL =tMOD + tCAL.
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Figure 18. tMOD_CAL, MRS to valid command timing with CAL enabled
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NOTES:
1. MRS at Ta1 may or may not modify CAL, tyop ca is computed based on new tCAL setting.

2. boo_caL = tmooscaL

Figure 19. CAL enabling MRS to next MRS command, tMRD_CAL
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NOTES:
1. MRS command at Ta1 enables CAL mode
2. tMRD_CAL=tMOD+CAL
Figure 20. tMRD_CAL, mode register cycle time with CAL enabled
Tal Ta1
CK# { e -
CK
cs# | | | |
CMD — MRS DES {:X DES DEs DES&;‘
I XXX )CX )CX X mc

MNOTES:
1. MRS at Ta1l may or may not modify CAL, tMRD_CAL is computed based on new tCAL setting.
2. tIMRD_CAL=tMOD+tCAL.

NDQ46PFIv1.2-4Gb(x16)20260105 37 I N S |@ N | S



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 21. Self Refresh Entry/Exit Timing with CAL
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Figure 22. Active Power Down Entry and Exit Timing with CAL
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Figure 23. Refresh Command to Power Down Entry with CAL
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Fine Granularity Refresh Mode

DDR4 supports Command Address Latency (CAL) function as a power savings feature. CAL is the delay in clock
cycles between CS# and CMD/ADDR defined by MR4[A8:A6].

CAL gives the DRAM time to enable the CMD/ADDR receivers before a command is issued. Once the command and
the address are latched, the receivers can be disabled. For consecutive commands, the DRAM will keep the receivers
enabled for the duration of the command sequence.

Mode Register and Command Truth Table

The Refresh cycle time (irrc) and the average Refresh interval (treri) can be programmed by the MRS command. The
appropriate setting in the mode register will set a single set of Refresh cycle time and average Refresh interval for the
device (fixed mode), or allow the dynamic selection of one of two sets of Refresh cycle time and average Refresh

interval for the device (on-the-fly mode). The on-the-fly (OTF) mode must be enabled by MRS before any on-the-fly
Refresh command can be issued.

Table 16. MR3 definition for Fine Granularity Refresh Mode

A8 A7 A6 Fine Granularity Refresh

0 0 0 Normal Mode (Fixed 1x)

0 0 1 Fixed 2x

0 1 0 Fixed 4x

0 1 1 Reserved

1 0 0 Reserved

1 0 1 Enable on the fly 2x

1 1 0 Enable on the fly 4x

1 1 1 Reserved

There are two types of on-the-fly modes (1x/2x and 1x/4x modes) that are selectable by programming the appropriate
values into the mode register. When either of the two on-the-fly modes is selected (‘A8=1’), the device evaluates BGO
bit when a Refresh command is issued, and depending on the status of BGO, it dynamically switches its internal
Refresh configuration between 1x and 2x (or 1x and 4x) modes, and executes the corresponding Refresh operation.

Table 17. Refresh command truth table

Function cs# | acte | RASK | OO | VY | Boo | Ao [atome | 0L S
Refresh (Fixed rate) L H L L H \Y \% \% \% ovv
Refresh (on-the-fly 1x) L H L L H L \% \% \% A%
Refresh (on-the-fly 2x) L H L L H H \Y \Y \Y 101
Refresh (on-the-fly 4x) L H L L H H \Y \Y \Y 110
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treri.and trrc parameters

The default Refresh rate mode is fixed 1x mode where Refresh commands should be issued with the normal rate, i.e.,
treri1 = treribase) (for Tcase < 85°C), and the duration of each refresh command is the normal refresh cycle time (trrc1).
In 2x mode (either fixed 2x or on-the-fly 2x mode), Refresh commands should be issued to the device at the double
frequency (treri2 = treripase)/2) Of the normal Refresh rate. In 4x mode, Refresh command rate should be quadrupled

(treri4 = treripase)/4). Per each mode and command type, trrc parameter has different values as defined in the
following table.

The refresh command that should be issued at the normal refresh rate and has the normal refresh cycle duration may
be referred to as a REF1x command. The refresh command that should be issued at the double frequency (treri2 =
trReFI(base)/2) May be referred to as a REF2x command. Finally, the refresh command that should be issued at the
quadruple rate (treri4 = trerFipase)/4) may be referred to as a REF4x command.

In the Fixed 1x Refresh rate mode, only REF1x commands are permitted. In the Fixed 2x Refresh rate mode, only
REF2x commands are permitted. In the Fixed 4x Refresh rate mode, only REF4x commands are permitted. When the
on-the-fly 1x/2x Refresh rate mode is enabled, both REF 1x and REF2x commands are permitted. When the on-the-fly
1x/4x Refresh rate mode is enabled, both REF1x and REF4x commands are permitted.

Table 18. Refresh command truth table

Refresh Mode Parameter 4Gb Ot
trEFI(base) 78 s

0 or -40°C < Tcase < 85°C treribase) us

1x mode treri1 85°C < Tease< 95°C treFi(base)/2 us
trrc1(min) 260 —

treri2 00r-40°C < Tease < 85°C tReFI(base)/2 usS

2x mode 85°C < Tease < 95°C treripase)/4 us
trrc2(min) 160 —

0 or -40°C < Tcase < 85°C treripase)/4 us

4X mode trerd 85°C < Tcase< 95°C treFi(base)/8 us
trec4(min) 10 —
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Changing Refresh Rate
If Refresh rate is changed by either MRS or on the fly, new treri and trrc parameters would be applied from the

moment of the rate change. When REF1x command is issued to the DRAM, then trer1 and trrc1 are applied from the
time that the command was issued. when REF2x command is issued, then trer2 and trrc2 should be satisfied.

Figure 24. On-the-fly Refresh Command Timing

* + T *

trerin ey

The following conditions must be satisfied before the Refresh rate can be changed. Otherwise, data retention cannot
be guaranteed.

® Inthe fixed 2x Refresh rate mode or the on-the-fly 1x/2x Refresh mode, an even number of REF2x commands
must be issued because the last change of the Refresh rate mode with an MRS command before the Refresh
rate can be changed by another MRS command.

® In the on-the-fly 1x/2x Refresh rate mode, an even number of REF2x commands must be issued between any
two REF1x commands.

® |n the fixed 4x Refresh rate mode or the on-the-fly 1x/4x Refresh mode, a multiple of-four number of REF4x
commands must be issued to the DDR4 SDRAM since the last change of the Refresh rate with an MRS
command before the Refresh rate can be changed by another MRS command.

® In the on-the-fly 1x/4x Refresh rate mode, a multiple-of-four number of REF4x commands must be issued
between any two REF1x commands.

There are no special restrictions for the fixed 1x Refresh rate mode. Switching between fixed and on-the-fly modes
keeping the same rate is not regarded as a Refresh rate change.

Usage with Temperature Controlled Refresh mode
If the Temperature Controlled Refresh mode is enabled, then only the normal mode (Fixed 1x mode; MR3 [8:6] = 000)

is allowed. If any other Refresh mode than the normal mode is selected, then the temperature controlled Refresh
mode must be disabled.

Self Refresh entry and exit

The device can enter Self Refresh mode anytime in 1x, 2x and 4x mode without any restriction on the number of

Refresh commands that has been issued during the mode before the Self Refresh entry. However, upon Self Refresh

exit, extra Refresh command(s) may be required depending on the condition of the Self Refresh entry. The conditions

and requirements for the extra Refresh command(s) are defined as follows:

1. There are no special restrictions on the fixed 1x Refresh rate mode.

2. Inthe fixed 2x Refresh rate mode or the enable-on-the-fly 1x/2x Refresh rate mode, it is recommended that there
should be an even number of REF2x commands before entry into Self Refresh since the last Self Refresh exit or
REF1x command or MRS command that set the refresh mode. If this condition is met, no additional refresh
commands are required upon Self Refresh exit. In the case that this condition is not met, either one extra REF1x
command or two extra REF2x commands are required to be issued to the DDR4 SDRAM upon Self Refresh exit.
These extra Refresh commands are not counted toward the computation of the average refresh interval (treri).

3. In the fixed 4x Refresh rate mode or the enable-on-the-fly 1x/4x Refresh rate mode, it is recommended that there
should be a multiple-of-four number of REF4x commands before entry into Self Refresh since the last Self Refresh
exit or REF1x command or MRS command that set the refresh mode. If this condition is met, no additional refresh
commands are required upon Self Refresh exit. In the case that this condition is not met, either one extra REF1x
command or four extra REF4x commands are required to be issued to the DDR4 SDRAM upon Self Refresh exit.
These extra Refresh commands are not counted toward the computation of the average refresh interval (treri).
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Self Refresh Operation

The Self-Refresh command can be used to retain data in the device, even if the rest of the system is powered down.
When in the Self-Refresh mode, the device retains data without external clocking. The device has a built-in timer to
accommodate Self-Refresh operation. The Self-Refresh-Entry (SRE) Command is defined by having CS#, RAS#/A16,
CAS#/A15, and CKE held low with WE#/A14 and ACT# high at the rising edge of the clock.

Before issuing the Self-Refresh-Entry command, the device must be idle with all bank precharge state with trp
satisfied. Idle state is defined as all banks are closed (trp, toaL, etc. satisfied), no data bursts are in progress, CKE is
high, and all timings from previous operations are satisfied (tmrp, twmop, trrc, tzaint, tzaoper, tzacs, etc.). Deselect
command must be registered on last positive clock edge before issuing Self Refresh Entry command. Once the Self
Refresh Entry command is registered, Deselect command must also be registered at the next positive clock edge.
Once the Self-Refresh Entry command is registered, CKE must be held low to keep the device in Self-Refresh mode.
DRAM automatically disables ODT termination and set Hi-Z as termination state regardless of ODT pin and Rtt_parx
set when it enters in Self-Refresh mode. Upon exiting Self-Refresh, DRAM automatically enables ODT termination
and set Rr1_rark asynchronously during txso.. when Rrr_park is enabled. During normal operation (DLL on) the DLL is
automatically disabled upon entering Self- Refresh and is automatically enabled (including a DLL-Reset) upon exiting
Self-Refresh.

When the device has entered Self-Refresh mode, all of the external control signals, except CKE and RESET#, are
“don’t care.” For proper Self-Refresh operation, all power supply and reference pins (Vob, Voba, Vss, Vssa, Vep, and
Vrerca) must be at valid levels. DRAM internal Vrerpa generator circuitry may remain on or turned off depending on
the MR®6 bit 7 setting. If DRAM internal Vrerpa circuitry is turned off in self refresh, when DRAM exits from self refresh
state, it ensures that Vrerpa generator circuitry is powered up and stable within txs period. First Write operation or first
Write Leveling Activity may not occur earlier than txs after exit from Self Refresh. The DRAM initiates a minimum of
one Refresh command internally within tcke period once it enters Self-Refresh mode.

The clock is internally disabled during Self-Refresh Operation to save power. The minimum time that the DDR4
SDRAM must remain in Self-Refresh mode is tckesr. The user may change the external clock frequency or halt the
external clock tcksre after Self- Refresh entry is registered, however, the clock must be restarted and stable tcksrx
before the device can exit Self-Refresh operation.

The procedure for exiting Self-Refresh requires a sequence of events. First, the clock must be stable prior to CKE
going back high. Once a Self-Refresh Exit command (SRX, combination of CKE going high and Deselect on
command bus) is registered, following timing delay must be satisfied:

Commands that do not require locked DLL:

e txs = ACT, PRE, PREA, REF, SRE, PDE, WR, WRS4, WRS8, WRA, WRAS4, WRASS8

e txsrast = ZQCL, ZQCS, MRS commands. For MRS command, only DRAM CL and WR/RTP register and DLL
Reset in MRO, Rrr_nowm register in MR1, CWL and Rrr_wr register in MR2 and geardown mode in MR3, Write and
Read Preamble register in MR4, Rtt_park register in MR5, tcep L/toLik and Vrerpa Training Value in MR6 are
allowed to be accessed provided DRAM is not in per DRAM addressability mode. Access to other DRAM mode
registers must satisfy txs timing. Note that synchronous ODT for write commands (WR, WRS4, WRS8, WRA,
WRAS4 and WRASS8) and dynamic ODT controlled by write command require locked DLL.

Commands that require locked DLL.:
e txsoLL - RD, RDS4, RDS8, RDA, RDAS4, RDASS8

Depending on the system environment and the amount of time spent in Self-Refresh, ZQ calibration commands may be
required to compensate for the voltage and temperature drift as described in the ZQ Calibration Commands section.
Toissue ZQ calibration commands, applicable timing requirements must be satisfied.

CKE must remain high for the entire Self-Refresh exit period txspLL for proper operation except for Self- Refresh re-
entry. Upon exit from Self-Refresh, the device can be put back into Self-Refresh mode or Power down mode after
waiting at least txs period and issuing one refresh command (refresh period of trec). Deselect commands must be
registered on each positive clock edge during the Self-Refresh exit interval txs. Low level of ODT pin must be
registered on each positive clock edge during txso.. when normal mode (DLL-on) is set. Under DLL-off mode,
asynchronous ODT function might be allowed.

The use of Self-Refresh mode introduces the possibility that an internally timed refresh event can be missed when
CKE is raised for exit from Self-Refresh mode. Upon exit from Self-Refresh, the device requires a minimum of one
extra refresh command before it is put back into Self-Refresh Mode.

NDQ46PFIv1.2-4Gb(x16)20260105 42



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Self Refresh Abort

The exit timing from self-refresh exit to first valid command not requiring a locked DLL is txs. The value of txs is
(trrc+10ns). This delay is to allow for any refreshes started by the DRAM to complete. trrc continues to grow with
higher density devices so txs will grow as well.

A Bit A9 in MR4 is defined to enable the self refresh abort mode. If the bit is disabled then the controller uses txs
timings. If the bit is enabled then the DRAM aborts any ongoing refresh and does not increment the refresh counter.
The controller can issue a valid command not requiring a locked DLL after a delay of txs abort.

Upon exit from Self-Refresh, the device requires a minimum of one extra refresh command before it is put back into
Self- Refresh Mode. This requirement remains the same irrespective of the setting of the MRS bit for self refresh abort.

Figure 25. Self-Refresh Entry/Exit Timing
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CKE
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Enter Self ' Exit Self
Refresh Refresh

NOTE 1. Only MRS (limited to those described in the Self-Refresh Operation section). ZOCS or ZGCL command allowed.
NOTE 2. Valid commands not requiring a locked DLL.
HOTE 3. Valid commands requiring a locked DLL.

NOTE 4. Only DES Is allowed during (XS_ABORT. e BREAK [l DON'T CARE
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Low Power Auto Self Refresh (LPASR)

DDR4 devices support Low Power Auto Self-Refresh (LPASR) operation at multiple temperatures ranges (See
temperature table below)

Auto Self Refresh (ASR)

DDR4 DRAM provides an Auto Self-Refresh mode (ASR) for application ease. ASR mode is enabled by setting the
above MR2 bits A6=1 and A7=1. The device will manage Self Refresh entry through the supported temperature range
of the DRAM. In this mode, the device will change self-refresh rate as the DRAM operating temperature changes,
lower at low temperatures and higher at high temperatures.

Manual Modes

If ASR mode is not enabled, the LPASR Mode Register must be manually programmed to one of the three self-refresh
operating modes. In this mode, the user has the flexibility to select a fixed self-refresh operating mode at the entry of
the selfrefresh according to their system memory temperature conditions. The user is responsible to maintain the
required memory temperature condition for the mode selected during the self-refresh operation. The user may change
the selected mode after exiting from self refresh and before the next self- refresh entry. If the temperature condition is
exceeded for the mode selected, there is risk to data retention resulting in loss of data.

Table 19. Self Refresh Function table

MR2 MR2 Allowed Operating Temperature
A7 A6 LPASR Mode Self Refresh Operation Range for Self Refresh Mode
[A7] [A6] (all reference to DRAM Tcase)

Fixed normal self-Refresh rate to maintain
data retention for the normal operating

0 0 Normal temperature. User is required to ensure
85°C DRAM Tcasemax is Not exceeded to
avoid any risk of data loss

\Variable or fixed self-Refresh rate or any
other DRAM power consumption reduction
control for the reduced temperature range.

0°C ~ 85°C (ET)
-40°C ~ 85°C (IT)

0 ! Reduced Temperature range |} . i required to ensure 45°C DRAM 0°C ~45°C (ET)
. . ) -40°C ~ 45°C (IT)

ITcase(max) is Not exceeded to avoid any risk
of data loss
Fixed high self-Refresh rate to optimize data 0°C ~ 95°C (ET)

1 0 Extended Temperature range [retention to support the extended temperature 40°C ~ 95°C (IT
range ) (M)
IASR Mode Enabled. Self-Refresh power

1 1 Auto Self Refresh consumption and data retention are optimized All of the above
ffor any given operating temperature conditions
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Self Refresh Exit with No O i |

Self Refresh Exit with No Operation command (NOP) allows for a common command/address bus between active

DRAM and DRAM in Max Power Saving Mode. Self Refresh Mode may exit with No Operation commands (NOP)
provided:

e The DRAM entered Self Refresh Mode with CA Parity and CAL disabled.
e tvpx_s and tvwpx_LH are satisfied.

e NOP commands are only issued during tvpx_LH window.

No other command is allowed during tvex_L1 window after SRX command is issued.

Figure 26. Self Refresh Exit with No Operation command
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HOTE 4. Vald commands requining a kcked DLL
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Power down Mode

Power-down is synchronously entered when CKE is registered low (along with Deselect command). CKE is not
allowed to go low while mode register set command, MPR operations, ZQCAL operations, DLL locking or Read / Write
operation are in progress. CKE is allowed to go low while any of other operations such as row activation, precharge or
auto-precharge and refresh are in progress, but power-down IDD spec will not be applied until finishing those
operations. Timing diagrams below illustrate entry and exit of power-down.

The DLL should be in a locked state when power-down is entered for fastest power-down exit timing. If the DLL is not
locked during power-down entry, the DLL must be reset after exiting power-down mode for proper read operation and
synchronous ODT operation. DRAM design provides all AC and DC timing and voltage specification as well as proper
DLL operation with any CKE intensive operations as long as DRAM controller complies with DRAM specifications.
During Power-Down, if all banks are closed after any in-progress commands are completed, the device will be in
precharge Power-Down mode; if any bank is open after in-progress commands are completed, the device will be in
active Power-Down mode.

Entering power-down deactivates the input and output buffers, excluding CK, CK#, CKE and RESET#. In power-down
mode, DRAM ODT input buffer deactivation is based on MRS bit A5. If it is conured to Ob, ODT input buffer remains
on and ODT input signal must be at valid logic level. If it is configured to 1b, ODT input buffer is deactivated and DRAM
ODT input signal may be floating and DRAM does not provide Rrr_nom termination. Note that DRAM continues to
provide Rrr_park termination if it is enabled in DRAM mode register MR5 A[8:6]. To protect DRAM internal delay on
CKE line to block the input signals, multiple Deselect commands are needed during the CKE switch off and cycle(s)
after, this timing period are defined as tcroep. CKE low will result in deactivation of command and address receivers
after tceroep has expired.

Table 20. Power-Down Entry Definitions

Status of DRAM DLL PD Exit Relevant Parameters
Active (A bank or more Open) On Fast txp to any valid command
Precharged (All banks precharged) On Fast txp to any valid command

Also, the DLL is kept enabled during precharge power-down or active power-down. In power-down mode, CKE low,
RESET# high, and a stable clock signal must be maintained at the inputs of the device, and ODT should be in a valid
state, but all other input signals are “Don’t Care.” (If RESET# goes low during Power- Down, the device will be out of
power-down mode and into reset state.) CKE low must be maintained until tcke has been satisfied. Power-down
duration is limited by 9 times trer!.

The power-down state is synchronously exited when CKE is registered high (along with a Deselect command). CKE
high must be maintained until tcke has been satisfied. The ODT input signal must be at valid level when device exits
from power-down mode independent of MRS bit A5 if Rrr_nom is enabled in DRAM mode register. If Rtt_nowm is
disabled then ODT input signal may remain floating. A valid, executable command can be applied with power-down
exit latency, txp after CKE goes high. Power-down exit latency is defined in the AC specifications table.
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Figure 27. Active Power-Down Entry and Exit Timing Diagram MRS5 bit A5 =0
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Erter ; 0 : Exit : ; &° :
Power-Down Mode Power-Down Mode ! TIME BREAK - DON'T CARE

MOTE 1. VALID command at TO is ACT, DES or Precharge with still one bank remaining open
after completion of the precharge command.
MOTE 2. ODT pin driven to a valid state. MRS bit A5=0 (default setting) is shown.

Figure 28. Active Power-Down Entry and Exit Timing Diagram MRS bit A5=1
T0 T1 Ta0 TbO Tb1 Te0 Tel TdO

CMD

CKE

oDT?

ADDR

—
Enter Exit
Power-Down Mode Power-Down Mode ! TIME BREAK - DON'T CARE

NOTE 1. VALID command at TO is ACT, DES or Precharge with still one bank remaining open after
completion of the precharge command.
NOTE 2. ODT pin driven to a valid state. MR5 bit A5=1 is shown.
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Figure 29. Power-Down Entry after Read and Read with Auto Precharge
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Figure 30. Power-Down Entry After Write with Auto Precharge
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Figure 31. Power-Down Entry After Write
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Figure 32. Precharge Power-Down Entry and Exit
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Figure 33. Refresh Command Power-Down Entry
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Figure 34. Activate Command Power-Down Entry
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Figure 35. Precharge/Precharge all Command Power-Down Entry
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Figure 36. MRS Command Power-Down Entry

CKE

 TIME BREAK - DON'T CARE

P D Clarificati

When CKE is registered low for power-down entry, teo (miny must be satisfied before CKE can be registered high for
power-down exit. The minimum value of parameter tro (uin) is equal to the minimum value of parameter tcke (viny as shown
in the timing parameters table. A detailed example of Case 1 is shown below.

Figure 37. Power-Down Entry/Exit Clarification
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Ck
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CKE
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: i d 14 : i |
Enter . Ekit - Enter
Power-Down Power-Down Power-Down
Mode Mode Mode
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Power Down entry and exit timing during Command/Address Parity mode is enable shown below.

CK#
CK

CMD

ADDR

CKE

oot

Figure 38. Power-Down Entry and Exit Timing with C/A Parity
TO T T2 Ta0 Tat Tb1 b2
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mme BREAK [JJJJ 0ON'T CARE

NOTE 1 VALID command at TO is ACT, DES or Precharge with still one bank remaining open after completion of the precharge command,
NOTE 2 ODT pin driven to a vakd state, MRS{AS = 0] (default setting) is shown
NOTE 3 CA Parity = Enable

Table 21. AC Timing Table

Symbol Parameter Min. Max. Unit

Exit Power Down with DLL on to any valid command; Exit
txp_paAR Precharge Power Down with DLL frozen to commands not max (4nCK,6ns) + PL -
requiring a locked DLL when CA Parity is enabled

NDQ46PFIv1.2-4Gb(x16)20260105 52 | N S |@ N | S



Control Gear-down Mode

The following description represents the sequence for the gear-down mode which is specified with MR3 A[3]. This
mode is allowed just during initialization and self refresh exit. The DRAM defaults in 1/2 rate (1N) clock mode and
utilizes a low frequency MRS command followed by a sync pulse to align the proper clock edge for operating the
control lines CS#, CKE and ODT in 1/4rate(2N) mode. For operation in 1/2 rate mode MRS command for geardown or
sync pulse are not required. DRAM defaults in 1/2 rate mode.

General sequence for operation in geardown during initialization

- DRAM defaults to a 1/2 rate (1N mode) internal clock at power up/reset

- Assertion of Reset

- Assertion of CKE enables the DRAM

- MRS is accessed with a low frequency N x tCK geardown MRS command. (NtCK static MRS command qualified by
1N CS#)

- DRAM controller sends 1N sync pulse with a low frequency N x tCK NOP command. tSYNC_GEAR is an even
number of clocks. The sync pulse on even clock boundary from MRS command.

- Initialization sequence, including the expiration of tDLLK and tZQinit, starts in 2N mode after tCMD_GEAR from 1N
Sync Pulse.

General sequence for operation in gear-down after self refresh exit

- DRAM reset to 1N mode during self refresh

- MRS is accessed with a low frequency N x tCK gear-down MRS command. (NtCK static MRS command qualified by
1N CS# which meets tXS or tXS_Abort Only Refresh command is allowed to be issued to DRAM before NtCK static
MRS command.

- DRAM controller sends 1N sync pulse with a low frequency N x tCK NOP command. tSYNC_GEAR is an even
number of clocks Sync pulse is on even clock boundary from MRS command.

- Valid command not requiring locked DLL is available in 2N mode after tCMD_GEAR from 1N Sync Pulse.

- Valid command requiring locked DLL is available in 2N mode after tDLLK from 1N Sync Pulse.

If operation is 1/2 rate(1N) mode after self refresh, no N x tCK MRS command or sync pulse is required during self
refresh exit. The min exit delay is tXS or tXS_Abort to the first valid command.

The DRAM may be changed from 1/4 rate ( 2N ) to 1/2 rate ( 1N ) by entering Self Refresh Mode, which will reset to
1N automatically. Changing from 1/4 ( 2N ) to 1/2 rate (1 N ) by any other means, including setting MR3[A3] from 1 to
0, can result in loss of data and operation of the DRAM uncertain.

For the operation of geardown mode in 1/4 rate, the following MR settings should be applied.

- CAS Latency (MRO A[6:4,2]): Even number of clocks

- Write Recovery and Read to Precharge (MRO A[11:9]): Even number of clocks Additive Latency (MR1 A[4:3]): 0, CL-
2

- CAS Write Latency (MR2 A[5:3]): Even number of clocks

- CS to Command/Address Latency Mode (MR4 A[8:6]): Even number of clocks CA Parity Latency Mode (MR5
A[2:0]) : Even number of clocks

CAL or CA parity mode must be disabled prior to Gear down MRS command. They can be enabled again after
tSYNC_GEAR and tCMD_GEAR periods are satisfied.

The diagram below illustrates the sequence for control operation in 2N mode during intialization.

Figure 39. Gear down (2N) mode entry sequence during initialization
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Figure 41. Comparison Timing Diagram Between Geardown Disable and Enable
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Refresh Command

The Refresh command (REF) is used during normal operation of the device. This command is non persistent, so it
must be issued each time a refresh is required. The device requires Refresh cycles at an average periodic interval of
trer. When CS#, RAS#/A16 and CAS#/A15 are held Low and WE#/A14 and ACT# are held High at the rising edge of
the clock, the device enters a Refresh cycle. All banks of the SDRAM must be precharged and idle for a minimum of
the precharge time trrmin) before the Refresh Command can be applied. The refresh addressing is generated by the
internal refresh controller. This makes the address bits “Don’t Care” during a Refresh command. An internal address
counter supplies the addresses during the refresh cycle. No control of the external address bus is required once this
cycle has started. When the refresh cycle has completed, all banks of the SDRAM will be in the precharged (idle) state.
A delay between the Refresh Command and the next valid command, except DES, must be greater than or equal to
the minimum Refresh cycle time trrcmin). The trrc timing parameter depends on memory density.

In general, a Refresh command needs to be issued to the device regularly every treri interval. To allow for improved
efficiency in scheduling and switching between tasks, some flexibility in the absolute refresh interval is provided for
postponing and pulling-in refresh command. A maximum of 8 Refresh commands can be postponed when the device is in
1X refresh mode; a maximum of 16 Refresh commands can be postponed when the device is in 2X refresh mode; and
a maximum of 32 Refresh commands can be postponed when the device is in 4X refresh mode.

When 8 consecutive Refresh commands are postponed, the resulting maximum interval between the surrounding Refresh
commands is limited to 9 X treri. For both the 2X and 4X refresh modes, the maximum interval between surrounding

Refresh commands allowed is limited to 17 X treri2 and 33 X treri4, respectively.

A limited number Refresh commands can be pulled-in as well. A maximum of 8 additional Refresh commands can be
issued in advance or “pulled-in” in 1X refresh mode, a maximum of 16 additional Refresh commands can be issued
when in advance in 2X refresh mode, and a maximum of 32 additional Refresh commands can be issued in advance
when in 4X refresh mode. Each of these Refresh commands reduces the number of regular Refresh commands
required later by one. Note that pulling in more than the maximum allowed Refresh commands in advance does not
further reduce the number of regular Refresh commands required later, so that the resulting maximum interval
between two surrounding Refresh commands is limited to 9 x trer, 17 X trrei2, or 33 x trer4. At any given time, a
maximum of 16 additional REF commands can be issued within 2 x trer, 32 additional REF2 commands can be
issued within 4 x treri2, and 64 additional REF4 commands can be issued within 8 x treri4 (larger densities are limited
by trrc1, trrc2, and trrc4, respectively, which must still be met).

Figure 42. Refresh Command Timing (Example of 1x Refresh mode)
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Figure 43. Postponing Refresh Commands (Example of 1X Refresh mode)
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Figure 44. Pulling-in Refresh Commands (Example of 1X Refresh mode)
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Data Mask (DM), Data Bus Inversion (DBI)

DDR4 SDRAM supports Data Mask (DM) function and Data Bus Inversion (DBI) function in x16 DRAM configuration.
DM#, DBI# functions are supported with dedicated one pin labeled as DM#/DBI#/TDQS. The pin is bi-directional pin
for DRAM. The DM#/DBI# pin is Active Low as DDR4 supports Vppa reference termination. DM, DBI & TDQS
functions are programmable through DRAM Mode Register (MR). The MR bit location is bit A12:A10 in MR5.

Write operation: Either DM or DBI function can be enabled but both functions cannot be enabled simultanteously. When
both DM and DBI functions are disabled, DRAM turns off its input receiver and does not expect any valid logic level.
Read operation: Only DBI function applies. When DBI function is disabled, DRAM turns off its output driver and does
not drive any valid logic level.

Table 22. DM vs. DBI Function Matrix

DM (MRS5 bit A10) Write DBI (MR5 bit A11) Read DBI (MR5 bit A12)
Enabled Disabled Enabled or Disabled
Disabled Enabled Enabled or Disabled
Disabled Disabled Enabled or Disabled
Disabled Disabled Disabled

DM function during Write operation: DRAM masks the write data received on the DQ inputs if DM# was sampled Low
on a given byte lane. If DM# was sampled High on a given byte lane, DRAM does not mask the write data and writes
into the DRAM core.

DBI function during Write operation: DRAM inverts write data received on the DQ inputs if DBI# was sampled Low on
a given byte lane. If DBI# was sampled High on a given byte lane, DRAM leaves the data received on the DQ inputs
non-inverted.

DBI function during Read operation: DRAM inverts read data on its DQ outputs and drives DBI# pin Low when the
number of ‘0’ data bits within a given byte lane is greater than 4; otherwise DRAM does not invert the read data and
drives DBI# pin High.

Table 23. DQ Frame Format

. Data transfer
Write 0 1 2 3 g 5 3 7
DQ[7:0] LByte O LByte 1 LByte 2 LByte 3 LByte 4 LByte 5 LByte 6 LByte 7
LDM# or LDBI# LDMO or LDM1 or LDM2 or LDM3 or LDM4 or LDMS5 or LDM6 or LDM7 or
or LDBIO LDBI1 LDBI2 LDBI3 LDBI4 LDBI5 LDBI6 LDBI7
DQ[15:8] UByte 0 UByte 1 UByte 2 UByte 3 UByte 4 UByte 5 UByte 6 UByte 7
UDM# or UDBI# UDMO or UDM1 or UDM2 or UDMS3 or UDM4 or UDMS or UDM®6 or UDMY or
or uDBIO uDBI1 UDBI2 UDBI3 UDBI4 UDBI5 UDBI6 UDBI7
Read Data transfer
ea 0 1 2 3 4 5 6 7
DQJ7:0] LByte O LByte 1 LByte 2 LByte 3 LByte 4 LByte 5 LByte 6 LByte 7
LDBI# LDBIO LDBI1 LDBI2 LDBI3 LDBI4 LDBI5 LDBI6 LDBI7
DQ[15:8] UByte 0 UByte 1 UByte 2 UByte 3 UByte 4 UByte 5 UByte 6 UByte 7
UDBI# uDBIO uDBI1 uDBI2 UDBI3 uDBI4 uDBI5 uDBI6 uDBI7
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ZQ Calibration Commands

ZQ Calibration command is used to calibrate DRAM Ron & ODT values. The device needs longer time to calibrate
output driver and on-die termination circuits at initialization and relatively smaller time to perform periodic calibrations.
ZQCL command is used to perform the initial calibration during power-up initialization sequence. This command may
be issued at any time by the controller depending on the system environment. ZQCL command triggers the calibration
engine inside the DRAM and, once calibration is achieved, the calibrated values are transferred from the calibration
engine to DRAM 10, which gets reflected as updated output driver and on-die termination values.

The first ZQCL command issued after reset is allowed a timing period of tzanit to perform the full calibration and the
transfer of values. All other ZQCL commands except the first ZQCL command issued after reset are allowed a timing
period of tzqoper.

ZQCS command is used to perform periodic calibrations to account for voltage and temperature variations. A shorter
timing window is provided to perform the calibration and transfer of values as defined by timing parameter tzacs. One
ZQCS command can effectively correct a minimum of 0.5 % (ZQ Correction) of Ron and Rrr impedance error within
128 nCK for all speed bins assuming the maximum sensitivities specified in the Output Driver Voltage and ODT
Voltage and Temperature Sensitivity tables. The appropriate interval between ZQCS commands can be determined
from these tables and other application specific parameters. One method for calculating the interval between ZQCS
commands, given the temperature (Tarirate) and voltage (Varitrate) drift rates that the device is subject to in the
application, is illustrated. The interval could be defined by the following formula:

ZQCorrection
(Tsens x Tdriftrate) + (Vsens x Vdriftrate)

Where Tsens = max (dRtrdT, dRondTM) and Vsens = max (dRtrdV, dRondVM) define temperature and voltage
sensitivities.

For example, if Tsens = 1.5%/°C, Vsens = 0.15%/mV, Tarittrate = 1°C/sec and Varitrate = 15mV/sec, then the interval
between ZQCS commands is calculated as:

1.5
(1.5x 1) + (0.15 x 15)

= 0.133 = 128ms

No other activities should be performed on the DRAM channel by the controller for the duration of tzainit, tzaoper, Or tzacs.
The quiet time on the DRAM channel allows accurate calibration of output driver and on-die termination values. Once
DRAM calibration is achieved, the device should disable ZQ current consumption path to reduce power.

All banks must be precharged and tre met before ZQCL or ZQCS commands are issued by the controller. See
“Command Truth Table” on Section 4.1 for a description of the ZQCL and ZQCS commands.

ZQ calibration commands can also be issued in parallel to DLL lock time when coming out of self refresh. Upon Self-
Refresh exit, the device will not perform an 10 calibration without an explicit ZQ calibration command. The earliest
possible time for ZQ Calibration command (short or long) after self refresh exit is txs, txs avort/ txs_rast depending on
operation mode.

In systems that share the ZQ resistor between devices, the controller must not allow any overlap of tzaoper, tzainit, OF
tzacs between the devices.
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Figure 45. ZQ Calibration Timing
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MOTE 1. CKE must be continuously registered high during the calibration procedure,
MOTE 2. During 20 Calibration, ODT signal must be held LOW and DRAM continues to provide RTT_PARK.
NOTE 3. All devices connected to the DO bus should be high impedance or RTT_PARK during the calibration procedure,
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DQ VREF Training

The DRAM internal DQ VREF specification parameters are operating voltage range, stepsize, VREF step time, VREF
full step time and VREF valid level.

The voltage operating range specifies the minimum required VREF setting range for DDR4 DRAM devices. The
minimum range is defined by VREFmax and VREFmin as depicted in the following figure.

Figure 46. VREFDQ Operating Range (VREFmin, VREFmax)
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The VREF stepsize is defined as the stepsize between adjacent steps. VREF stepsize ranges from 0.5% VDDQ to
0.8% VDDAQ. However, for a given design, DRAM has one value for VREF step size that falls within the range.

The VREF set tolerance is the variation in the VREF voltage from the ideal setting. This accounts for accumulated
error over multiple steps. There are two ranges for VREF set tolerance uncertainty. The range of VREF set tolerance
uncertainty is a function of number of steps n.

The VREF set tolerance is measured with respect to the ideal line which is based on the two endpoints. Where the
endpoints are at the min and max VREF values for a specified range. An illustration depicting an example of the
stepsize and VREF set tolerance is below.

Figure 47. Example of VREF set tolerance (max case only shown) and stepsize
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The VREF increment/decrement step times are defined by VREF_time. The VREF _time is defined from t0 to t1, where
t1 is referenced to when the VREF voltage is at the final DC level within the VREF valid tolerance (VREF_val_tol).

The VREF valid level is defined by VREF_val tolerance to qualify the step time t1. This parameter is used to insure an
adequate RC time constant behavior of the voltage level change after any Vref increment/decrement adjustment. This
parameter is only applicable for DRAM component level validation/characterization.

VREF _time is the time including up to VREFmin to VREFmax or VREFmax to VREFmin change in VREF voltage.

t0 - is referenced to MRS command clock t1 - is referenced to the VREF_val_tol.

Figure 48. VREF_time timing diagram
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VREFDQ Calibration Mode is entered via MRS command setting MR6 A[7] to 1 (0 disables VREFDQ Calibration
Mode), and setting MR6 A[6] to either O or 1 to select the desired range, and MR6 A[5:0] with a “don’t care” setting
(there is no default initial setting; whether VREFDQ training value (MR6 A[5:0]) at training mode entry with MR6 A[7] =
1 is captured by the DRAM or not is vendor specific). The next subsequent MR command is used to set the desired
VREFDQ values at MR6 A[5:0]. Once VREFDQ Calibration Mode has been entered, VREFDQ Calibration Mode legal
commands may be issued once tVREFDQE has been satisfied. VREFDQ Calibration Mode legal commands are ACT,
WR, WRA, RD, RDA, PRE, DES, MRS to set VREFDQ values, and MRS to exit VREFDQ Calibration Mode. Once
VREFDQ Calibration Mode has been entered, “dummy” write commands may be issued prior to adjusting VREFDQ
value the first time VREFDQ calibration is performed after initialization. The “dummy” write commands may have
bubbles between write commands provided other DRAM timings are satisfied. A possible example command
sequence would be: WR1, DES, DES, DES, WR2, DES, DES, DES, WR3, DES, DES, DES, WR4, DES,
DES....... DES, DES, WR50, DES, DES, DES. Setting VREFDQ values requires MR6 [7] set to 1, MR6 [6] unchanged
from initial range selection, and MR6 A[5:0] set to desired VREFDQ value; if MR6 [7] is set to 0, MR6 [6:0] are not
written. VREF_time must be satisfied after each MR6 command to set VREFDQ value before the internal VREFDQ
value is valid.

If PDA mode is used in conjunction with VREFDQ calibration, the PDA mode requirement that only MRS commands
are allowed while PDA mode is enabled is not waived. That is, the only VREFDQ Calibration Mode legal commands
noted above that may be used are the MRS commands, i.e. MRS to set VREFDQ values, and MRS to exit VREFDQ
Calibration Mode.

The last A [6:0] setting written to MR6 prior to exiting VREFDQ Calibration Mode is the range and value used for the
internal VREFDQ setting. VREFDQ Calibration Mode may be exited when the DRAM is in idle state. After the MRS
command to exit VREFDQ Calibration Mode has been issued, DES must be issued till tVREFDQX has been satisfied
where any legal command may then be issued.

Figure 49. VREF_time timin
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Table 24. AC parameters of VREFDAQ training

Symbol Parameter Min. Max. Unit
tvrRerFDQE Enter Vrerpq training mode to the first valid command delay 150 - ns
tvrerFpax Exit Vrerpq training mode to the first valid command delay 150 - ns

Example scripts for VRerpa Calibration Mode
When MR6 [7] = 0 then MR6 [6:0] = XXXXXXX

Entering VRerpa Calibration if entering range 1:

+«MRG6 [7:6] = 10 & [5:0] = XXXXXX

«All subsequent Vrerpa Calibration MR setting commands are MR6 [7:6] = 10 & MRG6 [5:0] =VVVVVV
- {VVVVVV are desired settings for VRerDQ}

«Issue ACT/WR/RD looking for pass/fail to determine Vcent(midpoint) as needed

«Just prior to exiting VrRerpa Calibration mode:

«Last two VrerFpa Calibration MR commands are

«MRG6 [7:6] = 10, MR6 [5:0] = VVVVVV’ where VVVVVV’ = desired value for VReFDQ

«MR®6 [7] = 0, MR6 [6:0] = XXXXXXX to exit VRerpa Calibration mode

Entering VRerpa Calibration if entering range 2:

«MRG6 [7:6] = 11 & [5:0] = XXXXXX

«All subsequent Vrerpa Calibration MR setting commands are MR6 [7:6]=11 & MR6[5:0]1=VVVVVV
- {VVVVVV are desired settings for VReFDQ}

«Issue ACT/WR/RD looking for pass/fail to determine Vcent(midpoint) as needed

«Just prior to exiting Vrerpa Calibration mode:

«Last two Vrerpa Calibration MR commands are

«MRG6 [7:6] = 11, MR6 [5:0] = VVVVVV’ where VVVVVV’ = desired value for VRerFba

«MRG6 [7] = 0, MR6 [6:0] = XXXXXXX to exit VRerpa Calibration mode

Figure 50. VREF step single stepsize increment case
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Figure 51. VREF step single stepsize decrement case
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NDQ46PFIv1.2-4Gb(x16)20260105 62 | N S | @ N | S



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Note 1.
Note 2.
Note 3.
Note 4.
Note 5.
Note 6.
Note 7.

Note 8.
Note 9.

Figure 52. VREF full step from VREFmin to VREFmax case
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Figure 53. VREF full step from VREFmax to VREFmin case
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Table 25. DQ Internal VREF Specifications
Symbol Parameter Min. Typ. Max. Unit | Note
VREF_max_R1 |Vrer max operating point range1 92% - - Vooa | 1,10
VREF_min_R1 Vrer Min operating point range1 - - 60% Vooa | 1,10
VREF_max_R2 |Vrer max operating point range2 77% - - Vopa | 1,10
VREF_min_R2 Vrer Min operating point range2 - - 45% Vooa | 1,10
VREF step Vrer Stepsize 0.50% 0.65% 0.80% Vbpa 2
-1.625% 0.00% 1.625% Voba | 3,4,6
Vrer Set Tolerance L
VREF_set tol  [Vrer 20.15% 0.00% 0.15% | Vooa | 35,7
VREF_time Vrer Step Time - - 150 ns | 811
VREF_val_tol  |Vrer Valid tolerance -0.15% 0.00% 0.15% Vbpa 9

Vrer DC voltage referenced to Vppq pc. Voo pcis 1.2V.

Vrer stepsize increment/decrement range. Vgrer at DC level.

VRrer_new = VRrer od + N X Vrer siep; N = NUmMber of step; if increment use “+”; If decrement use “-".

The minimum value of Vger setting tolerance = Vrer new- 1.625% X Vppa. The maximum value of Vger setting tolerance = Vrer new

+ 1.625% X Vppq for n>4.

The minimum value of Vrer setting tolerance = Vrer new- 0.15% X Vppa. The maximum value of Vger setting tolerance = Vrer new

+ 0.15% X Vppq for n>4.

Measured by recording the min and max values of the Vger output over the range, drawing a straight line between those points and
comparing all other Vger output settings to that line.

Measured by recording the min and max values of the Vger output across 4 consecutive steps (n = 4), drawing a straight line between those
points and comparing all other Vrer output settings to that line.

Time from MRS command to increment or decrement one step size up to full range of Vrer.

Only applicable for DRAM component level test/characterization purpose. Not applicable for normal mode of operation. Vger valid is to
qualify the step times which will be characterized at the component level.

Note 10. DRAM range1 or 2 set by MRS bit MR6, A6.
Note 11. If the Vgrer monitor is enabled, Viger ime Must be derated by: +10ns if DQ load is OpF and an additional +15ns/pF of DQ loading.
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Per DRAM Addressability

DDR4 allows programmability of a given device on a rank. As an example, this feature can be used to program
different ODT or Vrer values on DRAM devices on a given rank.

1.

2.

Before entering ‘per DRAM addressability (PDA)’ mode, the write leveling is required.

e BL8 or BC4 may be used.

Before entering ‘per DRAM addressability (PDA) mode, the following Mode Register setting is possible.

o Rr1_park MRS A[8:6] = Enable

e Rt nom MR1 A[10:8] = Enable

Enable ‘per DRAM addressability (PDA)” mode using MR3 A[4] = 1.

In the ‘per DRAM addressability’ mode, all MRS command is qualified with DQO. The device captures DQO by
using DQS signals. If the value on DQO is low, the DRAM executes the MRS command. If the value on DQO is high,
the DRAM ignores the MRS command. The controller can choose to drive all the DQ bits.

Program the desired devices and mode registers using MRS command and DQO.

In the ‘per DRAM addressability’ mode, only MRS commands are allowed.

The mode register set command cycle time at PDA mode, AL + CWL + BL/2 - 0.5tck + twrp_ppa + (PL) is required to
complete the write operation to the mode register and is the minimum time required between two MRS commands.
Remove the device from ‘per DRAM addressability’ mode by setting MR3 A[4] = 0. (This command will require DQO
= O)

Note: Removing a device from per DRAM addressability mode will require programming the entire MR3 when the
MRS command is issued. This may impact some PDA values programmed within a rank as the exit command is sent
to the rank. In order to avoid such a case the PDA Enable/Disable Control bit is located in a mode register that does
not have any ‘per DRAM addressability’ mode controls.

In per DRAM addressability mode, device captures DQO using DQS signals the same as in a normal write operation;
However, Dynamic ODT is not supported. Extra care required for the ODT setting. If Rtt nom MR1 A[10:8] = Enable,
device data termination need to be controlled by ODT pin and apply the same timing parameters (defined below).
Vrerpa Value must be set to either its midpoint or Veent_pa (Midpoint) in order to capture DQO low level for entering PDA

mode.
Table 26. Applied ODT Timing Parameter to PDA Mode
Symbol Parameter
DODTLon Direct ODT turn on latency
DODTLoff Direct ODT turn off latency
taoc Rrrchange timing skew
taonas Asynchronous Rrr nom turn-on delay
taoras Asynchronous Rrr nowm turn-off delay
CHu
CK
CMD
DODTLoM = WA, - 3
o0 'y . I b
RTT RIT_PARK }{:( RTT_NOK :{:X_lc-'l PaRE
L DODTLOnAWL -3
DS, 0GOS
[0
(vl iy \':It . ‘f
RS Al = 1 y 1 r 1
(P I skl
MOTE
RTT_FARK » Enalds. RTT RO = Enabia, Wite PraamBie Sal » FICK and DLL = OMN, CA pany i Ul
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Figure 55. MRS w/ per DRAM addressability (PDA) Exit
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Figure 56. PDA using Burst Chop
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NOTE: CA parity is used.,

Since PDA mode may be used to program optimal VREF for the DRAM, the DRAM may incorrectly read DQ level at
the first DQS edge and the last falling DQS edge. It is recommended that DRAM samples DQO on either the first
falling or second rising DQS edges.

This will enable a common implementation between BC4 and BL8 modes on the DRAM. Controller is required to drive
DQO to a ‘Stable Low or High’ during the length of the data transfer for BC4 and BL8 cases.
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Command Address Parity (CA Parity)

[A2:A0] of MR5 are defined to enable or disable C/A Parity in the DRAM. The default state of the C/A Parity bits is
disabled. If C/A parity is enabled by programming a non-zero value to C/A Parity Latency in the mode register (the
Parity Error bit must be set to zero when enabling C/A any Parity mode), then the DRAM has to ensure that there is
no parity error before executing the command. The additional delay for executing the commands versus a parity
disabled mode is programmed in the mode register (MR5, A2:A0) when C/A Parity is enabled (PL: Parity Latency) and
is applied to commands that are latched via the rising edge of CK when CS# is low. The command is held for the time
of the Parity Latency before it is executed inside the device. This means that issuing timing of internal command is
determined with PL. When C/A Parity is enabled, only DES is allowed between valid commands to prevent DRAM
from any malfunctioning. CA Parity Mode is supported when DLL-on Mode is enabled, use of CA Parity Mode when
DLL-off Mode is enabled is not allowed.

C/A Parity signal (PAR) coversACT#, RAS#/A16, CAS#/A15, WE#/A14 and the address bus including bank address
and bank group bits. The control signals CKE, ODT and CS# are not included. (e.g., for a 4 Gbit x8 monolithic device,
parity is computed across BGO, BA1, BAO, A16/RAS#, A15/CAS#, A14/WE#, A13-A0 and ACT#). (The DRAM treats
any unused address pins internally as zeros; for example, if a common die has stacked pins but the device is used in
a monolithic application, then the address pins used for stacking and not connected are treated internally as zeros.)

The convention of parity is even parity i.e. valid parity is defined as an even number of ones across the inputs used for
parity computation combined with the parity signal. In other words the parity bit is chosen so that the total number of
1’s in the transmitted signal, including the parity bit is even.

If a DRAM detects a C/A parity error in any command as qualified by CS# then it must perform the following steps:

- Ignore the erroneous command. Commands in max NnCK window (tPAR_UNKNOWN) prior to the erroneous command
are not guaranteed to be executed. When a Read command in this NnCK window is not executed, the DRAM does
not activate DQS outputs.

- Log the error by storing the erroneous command and address bits in the error log.

- Set the Parity Error Status bit in the mode register to 1. The Parity Error Status bit must be set before the ALERT#
signal is released by the DRAM (i.e. tPAR_ALERT_ON +tPAR_ALERT_PW(min)).

- Assert the ALERT# signal to the host (ALERT# is active low) within tPAR_ALERT_ON time.

- Wait for all in-progress commands to complete. These commands were received tPAR_uNkowN before the erroneous
command. If a parity error occurs on a command issued between the txs_rastand txs window after self-refresh exit
then the DRAM may delay the de-assertion of ALERT# signal as a result of any internal on going refresh.

- Wait for tras_min before closing all the open pages. The DRAM is not executing any commands during the window
defined by (tPAR_ALERT_ON +tPAR_ALERT_PW).

- After tPAR_ALERT_Pw_min has been satisfied, the DRAM may de-assertALERT#.

- After the device has returned to a known pre-charged state it may de-assert ALERT#.

- After (tPAR_ALERT_ON + tPAR_ALERT_PW), the device is ready to accept commands for normal operation. Parity latency
will be in effect, however, parity checking will not resume until the memory controller has cleared the Parity Error
Status bit by writing a zero. (The DRAM will execute any erroneous commands until the bit is cleared).

- Itis possible that the device might have ignored a refresh command during the (tPAR_ALERT_ON + tPAR_ALERT_PWw)
window or the refresh command is the first erroneous frame so it is recommended that the controller issues extra
refresh cycles as needed.

- The Parity Error Status bit may be read any time after (tPAR_ALERT_ON + tPAR_ALERT_Pw) to determine which DRAM
had the error. The device maintains the Error Log for the first erroneous command until the Parity Error Status bit is
reset to zero.

Mode Register for C/A Parity Error is defined as follows. C/A Parity Latency bits are write only, Parity Error Status bit
is read/write and error logs are read only bits. The device controller can only program the Parity Error Status bit to
zero. If the DRAM controller illegally attempts to write a ‘1’ to the Parity Error Status bit the DRAM does not guarantee
that parity will be checked. The DRAM may opt to block the controller from writing a ‘1’ to the Parity Error Status bit.

DDR4 SDRAM supports MR bit for Persistent Parity Error Mode. This mode is enabled by setting MR5 A[9]
=1 and when it is enabled, DRAM resumes checking CA Parity after the ALERT# is deasserted, even if Parity Error

Status bit is set as High. If multiple errors occur before the Error Status bit is cleared the error log in MPR page 1
should be treated as ‘Don’t Care’. In Persistent Parity Error Mode the ALERT# pulse will be asserted and deasserted
by the DRAM as defined with the min. and max. value for trar_aLert_pw. The controller must issue Deselect commands
once it detects the ALERT# signal, this response time is defined as tpar aLerT rsp. The following figure captures the
flow of events on the C/A bus and the ALERT# signal.
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Table 27. Mode Registers for C/A Parity

C/A Parity Latency . C/A Parity Error Status

MR5[2:0]* Speed bins MR5[4] Errant C/A Frame
000 = Disabled -
001= 4 Clock 1600,1866,2133 0= Clear

BRAa — ACT#, BGO, BAO, BA1, PAR,

010= 5 Clocks 2400,2666 A16/RASH, A15/CASH,
011= 6 Clocks 2999,3200 1= Error A14/WEH#, A13:A0
100= 8 Clocks RFU

Note 1. Parity Latency is applied to all commands.

Note 2. Parity Latency can be changed only from a C/A Parity disabled state, i.e. a direct change from PL=4 —PL= 5 is not allowed.
Correct sequence is PL= 4 — Disabled — PL= 5.

Note 3. Parity Latency is applied to write and read latency. Write Latency = AL+CWL+PL. Read Latency = AL+CL+PL.

Figure 57. Normal CA Parity Error Checking Operation
T0 T Ta0 Ta1 Ta2 ~ Tb0  Tc0 T_m:? Tdo Te0 Tel

of % i
& toarauertion ; :t 1
3 ! leas aeRT_Pw " "
Pow M 2 2
Command execution unknown / TIME BEREAK - DON'T CARE

Command not executed
Command executed

NOTE 1. DRAM is emplying queues. Precharge All and parity checking off until Parnty Ermor Status bit cleared.
NOTE 2. Command execulion is unknown the corresponding DRAM internal state change may or may not occur, The DRAM Controller
should consider both cases and make sure that the command sequence meets the specifications.
NOTE 3. Normal operation with parity latency(CA Parity Persistent Error Mode disabled). Parity checking off until Parity Error Status bit cleared,

Figure 58. Persistent CA Parity Error Checking Operation
TO T1 Ta0 T_a1 Ta2 Tho Ted Tet Te0 Tef

Fanwnn, | -‘f.-...- i

e

R i : A LR : waand {1, i § Fit [Pesansd’d frenes
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t“"“"'"“”‘ﬁ“ i ' i # i poi
| » ;_tp-,a_n_m_en]‘._m T tFAF! ALERT_RSP .=‘l -12r;:+< ] trp
2 L f ?#-;: - tear werr e’ P
& T P I i,
Command execution unknown TiME BREAK [Jil] DON'T CARE

Command ot executed
Command executed

MNOTE 1. DRAM is emplying queues, Precharge All and parity check re-enable finished by tPAR_ALERT_PW.

MNOTE 2. Command execution is unknown the comesponding DRAM internal state change may or may nol occur. The DRAM Controller should
consider both cases and make sure that the command sequence meets the specifications.

MNOTE 3. Mormal operation with parity latency and parity checking (CA Parity Persistent Error Mode enabled).
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Figure 59. CA Parity Error Checking - PDE/PDX

7]
i

Command axeculion unknown /! TIME BREAK -m-;m
ormand not axecuted
Command axecuted

NOTE 1. Dasalect command only allowad.

MOTE 2. Ermor could be Procharge or Activate,

MOTE 3. Normal aparation with parity latency (CA Parity Pessistent Ermor Mode disabla). Parity checking is off untl Pasity Ermor Status bt cleared.

MOTE 4. Command executicn is unknown the correspanding DRAM inbemal stale changs may of may nol occur. The DRAM Centrollar should consider
bath cases and make sure that the command sequance meels the specifications.

MOTE 5. Desalact command only allowed CKE may go high prior to Td2 as long as DES commands are issued.

Figure 60. CA Parity Error Checking - SRE Attempt
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MOTE 3. Mormal oparation wilh parity [sency|CA Parity Persistent Error Mode disably). Parity chacking is off wntil Parity Ermor Status bit cloansd.

HOTE 4. Contreller can not disable clock until it has bean able 1o have detected a possible CHA Parity emor.

HOTE 5. Command execution s unknown the comesponding DRAM internal state change may or may not occur. The DRAM GontroBar should
consider both cases and maka sure that the command sequence meats the specifications.

HOTE §. Desalect command anly allowed CKE may go high peior fo Te2 as lang as DES commands are issued.
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Figure 61. CA Parity Error Checking - SRX
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MOTE 1. SeliRefrash Abort = Disable: MR4 [AS=0]
NOTE 2 Inpat commands are bounded by IXSDLL, (X5, XS _ABORT and (X5 _FAST timing.
MOTE 3 Command exacution is unknown the corresponding DRAM internal slale change may or may not oceur. The DRAM Controller should considar
both cases and make sure that the command sequence meats the specifications.
MOTE 4 Normal oparation with parity latency(CA Parity Persistent Emor Mode disabled), Parity checking off until Parity Error Status bit clearad.
NOTE 5 Only MRS (limited io those deseribed in the Sell-Refresh Operation section), 2005 or ZO0L command allowed,
MNOTE & Valid commands nol requiring @ locked DLL
MOTE T Valid commands requiring a locked DLL
MOTE & This figure shows the case from which the error occurred after t{5 FAST_An error also occur after tX5_ABORT and th5.
mmand/Addr ritv en nd exit timin

When in CA Parity mode, including entering and exiting CA Parity mode, users must wait turp_rar before issuing
another MRS command, and wait tmop_rar before any other commands.

tmop_par = twop + PL

tmro_par = tmop + PL

For CA parity entry, PL in the equations above is the parity latency programmed with the MRS command
entering CA parity mode.

For CA parity exit, PL in the equations above is the programmed parity latency prior to the MRS command exiting CA
parity mode.

Figure 62. Parity entry timing example - tMRD_PAR

Ta0 Ta1 Ta2 TbO Tb1 Th2
ck# S\
CK
mmmmm )CXDESXD
Settings PL =0 X Updatlnd Settlng X PL=N
3 ’ tMRD_F'AR : | i
& i
Enable Parity change
PL from 0 to N

NOTE 1. tMRD_PAR = tMOD + N; where N is the programmed parity latency with the MRS command
entering CA parity mode.

NOTE 2. Parity check is not available at Ta1 of MRS command due to PL=0 being valid.

NOTE 3. In case parity error happens at Tb1 of MRS command, tPAR_ALERT _ON is ‘N[nCK] + 6[ns]'.
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Figure 63. Parity entry timing example - tMOD_PAR
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Enable Parity change
PL from 0 to N

NOTE 1. tMOD_PAR = tMOD + N; where N is the programmed parity latency with the MRS command
antering CA parity mode.

NOTE 2. Parity check is not available at Ta1 of MRS command due to PL=0 being valid.

NOTE 3. In case parity error happens at Tb1 of VALID command, tPAR_ALERT_ON is ‘N[nCK] + 6[ns]".

Figure 64. Parity exit timing example - tMRD_PAR
Ta0 Ta1 Taz  TbO Th1 Tb2
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Disable Parity change
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NOTE 1. tMRD_PAR = tMOD + N; where N is the programmed parity latency prior to the MRS command
exiting CA parity mode.

NOTE 2. In case parity error happens at Ta1 of MRS command, tPAR_ALERT_ON is ‘N[nCK] + 6[ns]".

NOTE 3. Parity check is not available at Tb1 of MRS command due to disabling parity mode.

Figure 65. Parity exit timing example - tMOD_PAR

CK#

CK

setngs ~ PL=N X Updating Setting X PL=0
E . tvop_paR | 5

.4

Disable Parity change
PLfromNto 0

NOTE 1. tMOD_PAR = tMOD + N, where N is the programmed parity latency prior to the MRS command
exiting CA parity mode.

MOTE 2. In case parity error happens at Ta1 of MRS command, tPAR_ALERT_ON is ‘N[nCK] + 8[ns]'".

MOTE 3. Parity check is not available at Tb1 of VALID command due to disabling parity mode.
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Multipurpose Register

The Multipurpose Register (MPR) function, MPR access mode, is used to write/read specialized data to/from the DRAM.
The MPR consists of four logical pages, MPR Page 0 through MPR Page 3, with each page having four 8-bit registers,
MPRO through MPR3.

MPR mode enable and page selection is done with MRS commands. Data bus inversion (DBI) is not allowed during
MPR Read operation. Prior to issuing the MRS command, all banks must be in the idle state (all banks precharged
and tre met). After MPR is enabled, any subsequent RD or RDA commands will be redirected to a specific mode
register.

Once the MPR access mode is enabled (MR3 A[2] = 1), only the following commands are allowed: MRS, RD, RDA
WR, WRA, DES, REF, and Reset; RDA/WRA have the same functionality as RD/WR which means the auto precharge
part of RDA/WRA is ignored. The mode register location is specified with the Read command using address bits. The MR
is split into upper and lower halves to align with a burst length limitation of 8. Power- down mode and Self Refresh
command are not allowed during MPR enable mode.

No other command can be issued within trrc after a REF command has been issued; 1x refresh (only) is to be used
during MPR access mode. While in MPR access mode, MPR read or write sequences must be completed prior to a
Refresh command.

MR3 Setting for the MPR Access Mode
Mode register MR3 controls the Multi-Purpose Registers (MPR) used for training. MR3 is written by asserting CS#,

RAS#/A16, CAS#/A15 and WE#/A14 low, ACT#, BAO and BA1 high and BGO low while controlling the states of the
address pins, Refer to the MR3 definition table for more detail.

Table 28. DRAM Address to MPR Ul Translation

MPR Location 71 [6] [5] [4] 131 [2] ] [0]
DRAM address — Ax | A7 A6 A5 A4 A3 A2 A1 A0
MPR Ul - Ulx ulo Ul uI2 uI3 ul4 U5 ule urz
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Table 29. MPR Data Format

256Mx16 - NDQ46P

Address | MPRLocation | [71 | 1 | 81 | 4 | Bl | @ | m | [ | Note
MPR page0 (Training Pattern)
00 = MPRO 0 1 0 1 0 1 0 1 Read/
BA1:BAO 01 =MPR1 0 0 1 1 0 0 1 1 Write
10 = MPR2 0 0 0 0 1 1 1 1 (default
11 = MPR3 0 0 0 0 0 0 0 0 value)
MPR page1 (CA Parity Error Log)
00 = MPRO Al7] Al6] A[5] A4] Al3] Al2] Al1] A[0]
01 = MPR1 CAS#/A15 | WE#/A14 A[13] A[12] A[11] A[10] Al9] A[8]
BA1:BAO 10 = MPR2 PAR ACT# - BGI[0] BA[1] BA[O] |don’t care | RAS#/A16 Read-only
CRC | CA Parity CA Parity Latency*'
11 = MPR3 Error Error don’t care |don’t care |don’t care
Status Status MR5.A[2] I MR5.A[1] I MR5.A[0]
MPR page2 (MRS Readout)
hPPR sPPR Rrr_wr Temperature sensor*? Cléia\lvmrge Rrr_wr
00 = MPRO - - MR2 - - MR2 MR2
- - - - A11 - - - - A12 A10 A9
\T/;li—:r:zg VRrerpq Training Value Geardown
_ range Enable
01 = MPR1
BA1:BAO MR6 MR6 MR3 Read-only
A6 A5 | A4 A3 A2 A1 A0 A3
CAS Latency RFU CAS Write Latency
10 = MPR2 MRO - MR2
As | Aas [ a4 A2 - A5 A | A3
Rrt_Nom R1T_PARK Driver Impedance
11 = MPR3 MR1 MR5 MRA1
A0 | A | ne A8 | a7 A6 A2 [ A
MPR page3 (RFU)*®
00 = MPRO don’t care | don’t care | don’'t care | don’t care | don’t care | don’t care | don’t care | don’t care
01 = MPR1 don’t care | don't care | don’t care | don’t care | don’t care | don’t care | don’t care | don’t care
BA1:BAO Read-only
10 = MPR2 don’t care | don’t care | don’'t care | don’t care | don’t care | don’t care | don’t care | don’t care
11 = MPR3 don’t care | don’t care | don'’t care | don’t care MAC MAC MAC MAC

Note 1. MPR3 bit 0~2 (CA parity latency) reflects the latest programmed CA parity latency values.
Note 2. MR bit for Temperature Sensor Readout

» MR3 bit A5=1: DRAM updates the temperature sensor status to MPR Page 2 (MPRO bits A4:A3). Temperature data is guaranteed by the

DRAM to be no more than 32ms old at the time of MPR Read of the Temperature Sensor Status bits.
»MR3 bit A5=0: DRAM disables updates to the temperature sensor status in MPR Page 2(MPRO bit A4:A3)

Note 3. Restricted, except for MPR3 [3:0]

MPRO bit A4 MPRO bit A3 Refresh Rate Range
0 0 Sub 1X refresh (> trer)
0 1 1X refresh rate(= trer)
1 0 2X refresh rate(1/2 * trer)
1 1 Reserved
72
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MPR Reads

MPR reads are supported using BL8 and BC4 modes. Burst length on-the-fly is not supported for MPR
reads. Data bus inversion (DBI) is not allowed during MPR Read operation; the device will ignore the
Read DBI enable setting in MR5 [A12] when in MPR mode. Read commands for BC4 are supported with
a starting column address of A[2:0] = 000 or 100. After power-up, the content of MPR Page 0 has the
default values, which are defined in MPR Data Format table. MPR page 0 can be rewritten via an MPR
Write command. The device maintains the default values unless it is rewritten by the DRAM controller. If
the DRAM controller does overwrite the default values (Page 0 only), the device will maintain the new
values unless re-initialized or there is power loss.

Timing in MPR mode:

» Reads (back-to-back) from Page 0 may use tcco_s or tceo_L timing between Read commands.

« Reads (back-to-back) from Pages 1, 2, or 3 may not use tcco s timing between Read commands;
tcco_L must be used for timing between Read commands The following steps are required to use the
MPR to read outthe contents of a mode register (MPR Page x, MPRYy).

1. The DLL must be locked if enabled.

2. Precharge all; wait until tre is satisfied.

3. MRS command to MR3 A[2] = 1 (Enable MPR data flow), MR3 A[12:11] = MPR read format,
and MR3 A[1:0] MPR page.

a. MR3 A[12:11] MPR read format:
1) 00 = Serial read format
2) 01 = Parallel read format
3) 10 = Staggered read format
4) 11=RFU

b. MR3[1:0] MPR page:
1) 00 = MPR Page 0
2) 01 = MPR Page 1
3) 10 = MPR Page 2
4) 11 = MPR Page 3

twro and tmop must be satisfied.
Redirect all subsequent Read commands to specific MPRXx location.
Issue RD or RDA command.

a. BA1 and BAO indicate MPRXx location:
1) 00 = MPRO
2) 01 = MPR1
3) 10 = MPR2
4) 11 = MPR3

b. A12/BC# =0 or 1; BL8 or BC4 fixed-only, BC4 OTF not supported.
1) If BL = 8 and MRO A[1:0] = 01, A12/BC# must be set to 1 during MPR Read commands.

c. A2 = burst-type dependant:
1) BL8: A2 = 0 with burst order fixed at 0, 1, 2, 3,4, 5,6, 7
2) BL8: A2 = 1 not allowed
3) BC4: A2 = 0 with burst order fixedat0,1,2,3, T, T, T, T
4) BC4: A2 = 1 with burst order fixed at4, 5,6, 7, T, T, T, T

d. A[1:0] = 00, data burst is fixed nibble start at 00.
e. Remaining address inputs, including A10, BGO are "Don’t Care."

o ok

7. After RL = AL + CL, DRAM bursts data from MPRXx location; MPR readout format determined
by MR3 A[12:10] and MR3 A[1:0] .
8. Steps 5 through 7 may be repeated to read additional MPRx locations.
9. After the last MPRx Read burst, twprr must be satisfied prior to exiting.
10. Issue MRS command to exit MPR mode; MR3 A[2] = 0.
11. After the tMOD sequence is completed, the DRAM is ready for normal operation from the core (such as ACT).
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MPR Readout Serial Format
The serial format is required when enabling the MPR function to read out the contents of an MRx, temperature sensor
status, and the command address parity error frame. However, data bus calibration locations (four 8-bit registers) can

be programmed to read out any of the three formats. The DRAM is required to drive associated strobes with the read
data similar to normal operation (such as using MRS preamble settings).

Serial format implies that the same pattern is returned on all DQ lanes, as shown the table below, which uses values
programmed into the MPR via [7:0] as 0111 1111.

Table 30. MPR Readout Serial Format
x4 Device
Serial uio un ui2 ui3 ui4 (V] 5 uie ui7
DQO 1
DQ1 1
DQ2 1
DQ3 1
x8 Device
uI2 uI3 ul4 ui5 U6 uI7

o|lo|o|o
aAalalala
aAalalala
alalala
alalala
Aalalala
Aalalala

c
o
c
=

Serial
DQO
DQ1
DQ2
DQ3
DQ4
DQ5
DQ6
DQ7

o|Oo|Oo|o|o|o|o|o
Alalalalalalala
Alalalalalalala
Alalalalalalala
Alalalalalalala
Alalalalalalala
Alalalalalalala
Alalalalalalala

x16 Device
Serial ulo un ul2 uI3 ul4 ul5 ulé uiz
DQO
DQ1
DQ2
DQ3
DQ4
DQ5
DQ6
DQ7
DQ8
DQ9
DQ10
DQ11
DQ12
DQ13
DQ14
DQ15

oO|O|Oo|o|Oo|o|o|o|o|o|o|o|o|o|Oo|O
Alalalalalalalalalalalalalalala
Alalalalalalalalalalalalalalala
Alalalalalalalalalalalalalalala
Alalalalalalalalalalalalalalala
Alalalalalalalalalalalalalalala
Alalalalalalalalalalalalalalala
Alalalalalalalalalalalalalalala
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MPR Readout Parallel Format

Parallel format implies that the MPR data is returned in the first data Ul and then repeated in the remaining Uls of the
burst, as shown in the table below. Data pattern location 0 is the only location used for the parallel format. RD/RDA
from data pattern locations 1, 2, and 3 are not allowed with parallel data return mode. In this example, the pattern
programmed in the data pattern location 0 is 0111 1111. The x4 configuration only outputs the first four bits (0111 in this
example).The x16 configuration, the same pattern is repeated on both the upper and lower bytes.

Table 31. MPR Readout Serial Format
x4 Device
Serial uio (V] }] ui2 ui3 ui4 uis uié ui7
DQO 0
DQ1 1
DQ2 1
DQ3 1
x8 Device
Serial uio un ui2 ui3 ui4 uis uie ui7
DQO
DQ1
DQ2
DQ3
DQ4
DQ5
DQ6
DQ7

alalalo
alalalo
alalalo
alalalo
Aalalalo
Aalalalo
alalalo

aAlalalalalala|lo
aAlalalalalala|lo
aAlalalalalala|lo
aAlalalalalala|lo
aAlalalalalala|lo
aAlalalalalalalo
aAlalalalalalalo
aAlalalalalala|lo

x16 Device
Serial ulo un ul2 uI3 ul4 ul5 ulé uiz
DQO
DQ1
DQ2
DQ3
DQ4
DQ5
DQ6
DQ7
DQ8
DQ9
DQ10
DQ11
DQ12
DQ13
DQ14
DQ15

aAlalalalalajlalo|lalalalalalalalo
alalalalalajlalo|lalalalalalalalo
alalalalalajlalo|lalalalalalalalo
alalalalalalalo|lalalalalalala|lo
alalalalalalalo|lalalalalalala|lo
aAlalalalalajlalolalalalalalalalo
aAlalalalalajlalo|lalalalalalalalo
aAlalalalalajlalolalalalalalala|lo
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MPR Readout Staggered Format

Staggered format of data return is defined as the staggering of the MPR data across the lanes. In this mode, an
RD/RDA command is issued to a specific data pattern location and then the data is returned on the DQ from each of
the different data pattern locations. For the x4 configuration, an RD/RDA to data pattern location 0 will result in data
from location 0 being driven on DQO, data from location 1 being driven on DQ1, data from location 2 being driven on
DQ2, and so on, as shown below. Similarly, an RD/RDA command to data pattern location 1 will result in data from
location 1 being driven on DQO, data from location 2 being driven on DQ1, data from location 3 being driven on DQ2,
and so on. Examples of different starting locations are also shown.

Table 32. MPR Readout Staggered Format, x4

x4 Read MPR0O Command x4 Read MPR1 Command x4 Read MPR2 Command x4 Read MPR3 Command
Stagger UI[7:0] Stagger UI[7:0] Stagger UlI[7:0] Stagger UI[7:0]
DQO MPRO DQoO MPR1 DQoO MPR2 DQO MPR3
DQ1 MPR1 DQ1 MPR2 DQ1 MPR3 DQ1 MPRO
DQ2 MPR2 DQ2 MPR3 DQ2 MPRO DQ2 MPR1
DQ3 MPR3 DQ3 MPRO DQ3 MPR1 DQ3 MPR2

It is expected that the DRAM can respond to back-to-back RD/RDA commands to the MPR for all DDR4 frequencies
so that a sequence (such as the one that follows) can be created on the data bus with no bubbles or clocks between
read data. In this case, the system memory controller issues a sequence of RD(MPRO0), RD(MPR1), RD(MPR2),
RD(MPR3), RD(MPRO0), RD(MPR1), RD(MPR2), and RD(MPR3).

Table 33. MPR Readout Staggered Format, x4 — Consecutive Reads

Stagger UI[7:0] UI[15:8] | UI[23:16] | UI[31:24] | UI[39:32] | UI[47:40] | UI[55:48] | UI[63:56]
DQO MPRO MPR1 MPR2 MPR3 MPRO MPR1 MPR2 MPR3
DQ1 MPR1 MPR2 MPR3 MPRO MPR1 MPR2 MPR3 MPRO
DQ2 MPR2 MPR3 MPRO MPRH1 MPR2 MPR3 MPRO MPR1
DQ3 MPR3 MPRO MPRH1 MPR2 MPR3 MPRO MPR1 MPR2

For the x8 configuration, the same pattern is repeated on the lower nibble as on the upper nibble. READs to other
MPR data pattern locations follow the same format as the x4 case. A read example to MPRO for x8 and x16
configurations is shown below.

Table 34. MPR Readout Staggered Format, x8 and x16

x8 Read MPR0 Command x16 Read MPR0 Command

Stagger Ul[7:0] Stagger Ul[7:0] Stagger UlI[7:0]
DQO MPRO DQO MPRO DQ8 MPRO
DQ1 MPR1 DQ1 MPR1 DQ9 MPR1
DQ2 MPR2 - DQ2 - MPR2 DQ10 MPR2
DQ3 MPR3 DQ3 MPR3 DQ11 MPR3
DQ4 MPRO DQ4 MPRO DQ12 MPRO
DQ5 MPR1 DQ5 MPR1 DQ13 MPR1
DQ6 MPR2 DQ6 MPR2 DQ14 MPR2
DQ7 MPR3 DQ7 MPR3 DQ15 MPR3
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 66. MPR Read Timing
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NOTE 1. Mulli-Purpose Registers ReadWrile Enabla (MR3 A2 = 1)
= Redirect all subsequent read and wiites (o MPR locations
NOTE 2. Address setting
- A[1:0] = "00°'b (data burst order is fixed siarting at nibble, ahways 00b hera)
= A[Z]= "0'b (For BL=8, burst order is fixed at 0,1,2,3,4 56,7)
- BA1 and BAD indicate the MPR location
= A10 and other address ping are don't cane including BGO, A12 is don'l care whan
MRD AJ1:0] = "00° or *107, and must ba "1'b when MRO A[1:0] = 017
MNOTE 3. Multi-Purpcse Registers ReadWrite Disable (MR3 AZ = 0)
MOTE 4. Continue with regular DRAM command.
NOTE 5. PL{Parily latency) is added to Dala oulpul delay when CFA panly labency mode is enablid,

 ime BREAK [l Don't Care

Figure 67. MPR Back to Back Read Timing
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'm BREAK Dot
NOITE 1. IGC0_S = 4, Rasd Preambls = 110K ME ] Care

HOTE 2 Address sotting

A{170] = "00°D {datn burst ordor |5 fand starting at nibblo, mharys 006 o)

- AL2]® 0D (For BL=8, burst o (s Bxod ot 0,1.2.54.58,T) (For BC=4, bure ander s fosd &1 0,123, T.T.T.T)

- AT wnd BAD inaScat this MPFRE lcation

A0 and othor address pirs aro don't cano including BG0. A12 is don’ cano whan IR0 A1 0] = 007 or *10°, and must be 1D whon MAD AJ150] = <01°
NOTE 3. PL(Parity lnlency) s aaded o Datn outpa delay whesn (G0 parity Latency mode is enabled
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 68. MPR Read to Write Timing
TO T1 T2 Tal Ta1 Ta2 Ta3 Tad Tab Tak TeO Th

CMD RD DES DES wuw'ms' DES ‘L&&‘DLE'L&&
| it

e W W
DOSH
Das P+ AL
DQs
NOTE 1. Address setling 1 TIME BREAK. [JJJi] Dont Care
= A[1:0] = "00°k (data burst order ia fixed starting at nibble, always 00b here)
- Al2]= "0"b (For BL=8, burst arder is fixed a1 0,1,2,.3,4 56.7)
- BA1 and BAD indicate the MPR location
= A10 and other addrass pins are don'l care including BG0. A12 is don't care when MRD A[1:0] = “00°, and must ba "1’k when MRO A]1:0] = "01°
NOTE 2, Address setling
- BA1 and BAD indicate the MPR location
= A [7:0] = data for MPR
- A10 and other address pins are don't cara,
NOTE 3, PL{Parity latency) is added to Data culput delay when CiA parity latency mode is enabled,

MPR access mode allows 8-bit writes to the MPR Page 0 using the address bus A[7:0]. Data bus inversion (DBI) is
not allowed during MPR Write operation. The DRAM will maintain the new written values unless re-initialized or there
is power loss.

The following steps are required to use the MPR to write to mode register MPR Page 0.

The DLL must be locked if enabled.
Precharge all; wait until trp is satisfied.
MRS command to MR3 A[2] = 1 (enable MPR data flow) and MR3 A[1:0] = 00 (MPR Page 0); writes to 01, 10,
and 11 are not allowed.
tmro and tmop must be satisfied.
Redirect all subsequent Write commands to specific MPRx location.
Issue WR or WRA command:
a. BA1 and BAO indicate MPRx location
1) 00 = MPRO
2) 01 = MPR1
3) 10 = MPR2
4) 11 = MPR3
b. A[7:0] = data for MPR Page 0, mapped A[7:0] to UI[7:0].
¢. Remaining address inputs, including A10, and BGO are "Don’t Care"
twr_mPr must be satisfied to complete MPR Write.
Steps 5 through 7 may be repeated to write additional MPRx locations.
After the last MPRx write, turrr must be satisfied prior to exiting.
Issue MRS command to exit MPR mode; MR3 A[2] = 0.
When the tmop sequence is completed, the DRAM is ready for normal operation from the core (such as ACT).

ook wh=

— —
SowooN
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 69. MPR Write Timing and Write to Read Timing
™ Ta0 Ta1 Tbo TeD Tel Tez  Tdo  Tdi Td2  Td3  Td4 Td5

i M BREAK [JJ] Don't Care
NOTE 1. Multi-Purpose Registers Read/Write Enable (MR3 A2 = 1)

NOTE 2. Address sething - BA1 and BAD indicate the MPR location
- A [7:0] = data for MPR
= A0 and othir address ping ane Gon'l cang
NOTE 3. PL{Panty latency) is added to Data oulput delay whan ClA parity Islancy mode is enabled

Figure 70. MPR Back to Back Write Timing
T0 T1 Ta0  Tat Ta2 Ta3 Tad  Ta5  Tab Ta? Ta8 Tad Tal0

»

DSH i

b | ; ' TME Break [} Den't care

MNOTE 1. Addrass safting
- BA1 and BAQ indicate the MPR location
- A [T:0] = data for MPR
- A10 and other addrass pins are don't care
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 71. Refresh Command Timing

CHit
CK
CMD
ADDR
|'I|
/' ME BREAK [Jil] Don't Care
NOTE 1. Multi-Purposs Registers Read/Write Enabla (MR3 A2 = 1)
- Redirect all subsequent read and writes o MPR locations
MOTE 2. 1x Refrash is only allowed when MPR mode is Enable.
Figure 72. Read to Refresh Command Timing
Tal Tal Taz Ta3 Ta4 Ta5 Taé Tar TaB Tad
CK

oMo ) O 0 06 0O 0 G 0 0O

A AR 4D 43 AB
. PL+AL+CL W {4+1)+Clocks E ., teec
LU () lon On, Oh OD D 0D On gh g gD gD oD
Dass - 3 7 1 . ~,§ , ----.: ; “"*,: r ..E # ;
Dos  BL=8 5
DS T
DOSE oo
bas BC=4 5
0o
i TmE BREAK [Jl] Don't Care
NOTE 1. Address satting

= #1:0] = *00"b (dats burst order is fored staning at nibble, absays 00b here)

- #2)= "0°b (For BL=8, bursl order is fieed at0,1,2,3.4.5,6,T)

- BA1 and BAD indicate the MPR location

= A0 and other address ping are don't care including BGO. A12 is don't care when MRD AJ1:0) = *00° or =107,

and must be "1'b when MRD A1:0) = *01°

NOTE 2. 1x Refresh is only allowad whan MPR mode is Enabile
Figure 73. Write to Refresh Command Timing
TO T Tal Tal Ta2 Ta3 Tad Tab Tat Ta7 Ta8 Tad Tai0

Rl e anmn f awn, § P asmn, s, | asns, § sann, f sna, | saax, § sana §
CK
CMD
CHE
DOS# 7 f -
oo [P YA i) s o 0T

i iMe BREAK [Ji] Don't Care

HOTE 1. Address setling - BA1 and BAD indicate the MPR locabion - A [T:0] = data for MPR
- A10 and other address pins are don'l care.
NOTE 2. 1x Refresh is only allowed when MPR mode s Enabla
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

DDR4 Key Core Timing

Figure 74. tCCD Timing (WRITE to WRITE Example)
T0 T T2 T3 T4 T5 T9 TI0O T T2 T3

CKz
CK

CMD

ADDR

CKi
CK

CMD

Bank Group
(GE)

Eank

ADDR

CH#
CK

CMD

Bank Group
(GH)

ADDR

i Time BreaK [l DON'T CARE

MOTE 1. 1CCD_S | CASS-0-CAS# delay (shor) ;| Applies o conseculve CASE to different Bank Group (i.e., TO 1o T4)
MOTE 2. 1CCD_L : CAS#-10-CASH delay (long) - Applies o conseculive CASH to the same Bank Group (e, T4 to T10)

Figure 75. tCCD Timing (READ to READ Example)
TO T1 T2 T3 T4 TS5 T9 T10 T T12 T13

READ DES DES @ @ @ DES DES READ CES @ @-

TIME BREAK . DON'T CARE

HOTE 1. 1CCD_5 - CAS#-10-CAS# delay (shor) | Apples (o consecutive CASH to different Bank Group (e, TO to T4)
NOTE 2. 1CCD_L : CAS#-1o-CASH dalay (long) | Apphes 1o consaculnee CASH to the sama Bank Group {Le, T4 o T10)

Figure 76. tRRD Timing
TO ™ T2 T3 T4 T5 TS T10 T11 T2 T3

/' mMe BREAK il DON'T CARE

NOTE 1. IRRD_S: ACTIVATE to ACTIVATE Command pened (shor) : Applies (o consecutive ACTIVATE Commands to different
Bank Group (Le., TO to T4).

MOTE 2. tRRD_L: ACTIVATE to ACTIWATE Command pencd (long) © Applias 1o consacutive ACTIVATE Commands to the different
Banks of the same Bank Group (Le., T4 to T10}
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 77. tFAW Timing
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NOTE 1. IFAW: Four activate window

Figure 78. tWTR_S Timing
(WRITE to READ, Different Bank Group, CRC and DM Disabled)
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Figure 79. tWTR_L Timing
(WRITE to READ, Same Bank Group, CRC and DM Disabled)
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Programmable Preamble

The DQS preamble can be programmed to one or the other of 1 tck and 2 tck preamble; selectable via MRS (MR4
A[12:11]). The 1 tck preamble applies to all speed-Grade and The 2 tck preamble is valid for DDR4-2400/2666 speed-
Grade.

Write Preamble
DDR4 supports a programmable write preamble. The 1 tck or 2 tck Write Preamble is selected via MR4 A[12]. Write
preamble modes of 1 tck and 2 tek are shown below.

When operating in 2 tck Write preamble mode in MR2 CWL (CAS Write Latency), CWL of 15t Set needs to be
incremented by 2 nCK and CWL of 2" Set does not need increment of it. twtr must be increased by one clock cycle
from the twrr required in the applicable speed bin table. WR must be programmed to a value one or two clock cycle(s),
depending on available settings, greater than the WR setting required per the applicable speed bin table.

Figure 80. 1tCK vs. 2tCK WRITE Preamble Mode

Preamble
DOs, DOS#H " ¢ prmne, jm— pEmmn, g pesas, e pessa, e  peesuss
1 1CK mode
DQ \ oo X o1 X oz ¥ 03 X o4 X 05 ¥ 06 ¥ o7/
Preamble
DQS, DOS#H "1 \’ f. \_/ o'y
2 {CK mode T e enaed —

DQ \DDXDIXDEXDEXD#XDSXDEXE?/

The timing diagrams contained in tcco=4 (AL=PL=0), tcco=5 and tccp=6 (AL=PL=0) illustrate 1 and 2 tck preamble
scenarios for consecutive write commands with tcep timing of 4, 5 and 6 nCK, respectively. Setting tcco to 5nCK is not
allowed in 2 tck preamble mode.

Figure 81. tCCD=4 (AL=PL=0)
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o L 00 0O
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 82. tCCD=5 (AL=PL=0)

2oey MDOE: 1266=5 I8 NOL allowed in 2, mode

Figure 83. tCCD=6 (AL=PL=0)
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Read Preamble

DDR4 supports a programmable read preamble. The 1 tck and 2 tck Read preamble is selected via MR4 A[11]. Read
preamble modes of 1 tck and 2 tck are shown as follows:

Figure 84. 1tCK vs. 2tCK READ Preamble Mode
Preamble

DQS, DaS# " S ’ 3
1ty toggle ‘ b
pa \DnXmXDEXuaXD-zXDEXDBX o7 /
Preamble

DQS, Das# \’

2k toggle T
DQ \DﬂXD1XD2XmX04XD5XDBXDT/

Read Preamble Traini

DDR4 supports Read preamble training via MPR reads; that is, Read preamble training is allowed only when the
DRAM is in the MPR access mode. The Read preamble training mode can be used by the DRAM controller to train or
"read level" its DQS receivers. Read preamble training is entered via an MRS command (MR4 A[10] = 1 is enabled
and MR4 A[10] = 0 is disabled). After the MRS command is issued to enable Read preamble training, the DRAM DQS
signals are driven to a valid level by the time tspo is satisfied. During this time, the data bus DQ signals are held quiet, i.e.
driven high. The DQS signal remains driven low and the DQS# signal remains driven high until an MPR Page0 Read
command is issued (MPRO through MPR3 determine which pattern is used), and when CAS latency (CL) has expired,
the DQS signals will toggle normally depending on the burst length setting. To exit Read preamble training mode, an
MRS command must be issued, MR4 A[10] =0.

Figure 85. READ Preamble Training

DQS dri
rive READ

DQ :Qu*iaturﬁriw;n} \'\. }( X X X X }( X /

NOTE 1. Read Preamble Training mode is enabled by MR4 A10 = [1]

Table 35. AC Timing Table

Symbol Parameter Min. Max. Unit

tsbo Delay from MRS Command to Data Strobe Drive Out - tmop + 9ns
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Postamble
Read Postamble

Whether the 1 tck or 2 tck Read Preamble Mode is selected, the Read Postamble remains the same at 1/2 tck. DDR4 will support a
fixed read postamble.

Read postamble of nominal 0.5 tck for preamble modes 1,2 tck are shown below:

Figure 86. READ Postamble
Preamble Postamble

g | — mmmam — smmEE — ssmsaae
# ¥ [ -

DQS, DOS# k
1tk toggle
ba A X X XX XX/
Preamble Postamble
N— X AN LN A Ne—
Das, DOs# e
2tk toggle

o A X XXX X/

Write Postamble
Whether the 1 tck or 2 tck Write preamble mode is selected, the Write postamble remains the same at 1/2 tck. DDR4 will support a
fixed Write postamble.

Write postamble nominal is 0.5 tck for preamble modes 1,2 tck are shown below:

Figure 87. WRITE Postamble

Preamble Postamble
DOs, DOS# o ; -‘ \ /—\/ ,
1tek toggle enad -.....:CP
oa N XXX X X/
Preamble Fostamble
..-J Ixl‘.‘----‘ll Pl
DQs, DOs#H )
2tk toggle

00 A XX A XX/
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Activate Command

The Activate command is used to open (or activate) a row in a particular bank for a subsequent access. The value on
the BGO in x16 select the bank group; BAO-BA1 inputs selects the bank within the bank group, and the address
provided on inputs A0-A14 selects the row. This row remains active (or open) for accesses until a precharge
command is issued to that bank or a precharge all command is issued. A bank must be precharged before opening a
different row in the same bank.

Precharge Command

The Precharge command is used to deactivate the open row in a particular bank or the open row in all banks. The
bank(s) will be available for a subsequent row activation a specified time (trp) after the Precharge command is issued,
except in the case of concurrent auto precharge, where a Read or Write command to a different bank is allowed as
long as it does not interrupt the data transfer in the current bank and does not violate any other timing parameters.
Once a bank has been precharged, it is in the idle state and must be activated prior to any Read or Write commands
being issued to that bank. A Precharge command is allowed if there is no open row in that bank (idle state) or if the
previously open row is already in the process of precharging. However, the precharge period will be determined by the
last Precharge command issued to the bank.

If A10 is high when Read or Write command is issued, then auto-precharge function is engaged. This feature allows
the precharge operation to be partially or completely hidden during burst read cycles (dependent upon CAS latency)
thus improving system performance for random data access. The RAS lockout circuit internally delays the precharge
operation until the array restore operation has been completed (tras satisfied) so that the auto precharge command
may be issued with any read. Auto-precharge is also implemented during Write commands. The precharge operation
engaged by the Auto precharge command will not begin until the last data of the burst write sequence is properly
stored in the memory array. The bank will be avaiable for a subsequent row activation a specified time (trp) after
hidden Precharge command (AutoPrecharge) is issued to that bank.
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Read Operation
Read Timing Definiti

Read timings are shown below and are applicable in normal operation mode, i.e. when the DLL is enabled and locked.

Rising data strobe edge parameters:

« tbasck min/max describes the allowed range for a rising data strobe edge relative to CK, CK#.
« toasck is the actual position of a rising strobe edge relative to CK, CK#.

« tasn describes the DQS, DQS# differential output high time.

« toasa describes the latest valid transition of the associated DQ pins.

« tan describes the earliest invalid transition of the associated DQ pins.

Falling data strobe edge parameters:

« tasL describes the DQS, DQS# differential output low time.
« tpasa describes the latest valid transition of the associated DQ pins.
« ton describes the earliest invalid transition of the associated DQ pins.

toasa; both rising/falling edges of DQS, no tac defined.

Figure 88. READ Timing Definition

CK#

CK

toasck max :
nAnEEn
b |tookes | ! | e i

toasckconter | R ! L=
: i o] |
L’““’“ ! '

toasck min = : —_— ‘

DQS# -------

DOQSs —

Associated 7 a"'r:l_mf

DQ Pins . .H.;
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Read Timina: Clock to Data Strobe relationshi

The clock to data strobe relationship is shown below and is applicable in normal operation mode, i.e. when the DLL is
enabled and locked.

Rising data strobe edge parameters:

« tpasck min/max describes the allowed range for a rising data strobe edge relative to CK, CK#.
» tbasck is the actual position of a rising strobe edge relative to CK, CK#.

» tasH describes the data strobe high pulse width.

Falling data strobe edge parameters:

» tasL describes the data strobe low pulse width.

o tizpas), thzpas) for preamble/postamble.

CK#
CK

DQS, DQs#
Early Strobe

DQs, DOs#

Late

Figure 89. Clock to Data Strobe Relationship

Strobe

NOTE 1. Within a burst, rising strobe edge can be varied within toascx while at the same voltage and temperature, However
incorporate the device, voltage and temperature variation, rising strobe edge variance window, tpasci can shift
between togscximing @nd togscximan- A timing of this window's right inside edge ( latest ) from risinG CK, CK# is
limited by a device's actual toascxman. A timing of this window’s left inside edge (earliest) from rising CK, CK# is
limited by toasck(min)-

NOTE 2. Notwithstanding note 1, a rising strobe edge with lpasckmay @t T(n) can not be immediately followed by a rising strobe
Edge with toascimn @t T(n+1). This is because other timing relationships (tgsy, tosy) exist: if toascinery < O
toasckm < 1.0 tek - (tastmin + tostmi) = [toasckine)|

NOTE 3. The DQS, DQS# differential output high time is defined by tosy and the DQS, DQS# differential output low time is
defined by tas:.

NOTE 4. LikeWise, tLZ(DQS)min and tHZ(DQS)min are not tied to tDQSCKmin (early strobe case) and tLZ(DQS)max and
tHZ(DQS)max are not tied 10 tpascxmax (late strobe case).

NOTE 5. The minimum pulse width of read preamble is defined by tapre min)-

NOTE 6. The maximum read postamble is bound by toasckmn) PIUS tasima) ON the left side and tyzoasmax ON the right side.

NOTE 7. The minimum pulse width of read postamble is defined by tepsr(mn)-

NOTE 8. The maximum read preamble is bound by t;0asime) ON the left side and toascriman ©N the right side.
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Read Timing: Data Strol D lationshi

The Data Strobe to Data relationship is shown below and is applied when the DLL is enabled and locked. Rising data
strobe edge parameters:

« tpasa describes the latest valid transition of the associated DQ pins.

« ton describes the earliest invalid transition of the associated DQ pins.

Falling data strobe edge parameters:

« tbasa describes the latest valid transition of the associated DQ pins.
« tan describes the earliest invalid transition of the associated DQ pins.

toasaq; both rising/falling edges of DQS, no tAC defined. Data Valid Window:

o tovwd is the Data Valid Window per device per Ul and is derived from (tan - toasa) of each Ul on a given DRAM. This
parameter will be characterized and guaranteed by design.

« tovwp is Data Valid Window per pin per Ul and is derived from (tan - tbasa) of each Ul on a pin of a given DRAM.
This parameter will be characterized and guaranteed by design.

Figure 90. Data Strobe to Data Relationship
oK S, SRR SRR SO, o, ” .--Tf"‘ J— .T.?*

CK

; T l.n-.-.-

m;wgnmw 2 w >|< w >l<m>|

RL =AL +CL+PL_ |

ADDR

DS, DS

(818}
(Lasl dala vahd)

:?:?sl data no longer valid) ,{ \ﬂf X [0 X—_X Tt X X—)(—){—/y—
omemmny — — e B B G e

[ ] ransimoninG pata [l pon'T cARE

NOTE 1.BL =8, AL =0, CL = 11, Preamble = 1)

NOTE 2. Dout n = data=out from column n.

NOTE 3. DES commands are shown for ease of illustration; other commands may be valid at these times.

MOTE 4. BLE setting activated by either MRO[41:0 = 00] or MRO[A1:0 = 01] and A12 = 1 during READ command at TO.

MOTE 5. Qutput timings are referencad to VDDQ, and DLL on for locking.

MNOTE B. tpgsa defines the skew between DS, DOSH to Data and does not define DQS, DOS# to Clock,

MOTE 7. Early Data transitions may not always happen at the same DO, Data transitions of a DO can vary (either aarly or late) within a burst.
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tLz(pas), tLz(pq), tHz(Das), tHz(pq) Calculation

thz and t.z transitions occur in the same time window as valid data transitions. These parameters are referenced to a
specific voltage level that specifies when the device output is no longer driving thzpas) and thzpa), or begins driving
tLzipas), tLzpa)-

t.z shows a method to calculate the point when the device is no longer driving thzpas) and tizpaq), or begins driving

tLzipas), tLzpa), by measuring the signal at two different voltages. The actual voltage measurement points are not critical

as long as the calculation is consistent. The parameters tLzpas), tLzpq), tHzpas), and thzpaq) are defined as single ended.
Figure 91. tLZ(DQ) and tHZ(DQ) method for calculating transitions and begin points

fizioo) - CK — CK# rising crossing at RL
CK ————

CKE —==+

__________ 1.0xVppa
Begin point: Extrapolated point at 1.0xVoce
Vsw2
Ve 0.7%Vooa
_________ 0.4xVooa

t.zioa) begin point is above-mentioned extrapolated point.

tzioa) with BLS: CK — CK# rising crossing at RL+4 nCK
tyzoo with BC4: CK — CK# rising crossing at RL+2 nCK

o ———

1.0%Vooa

0.7x%Vooa

0.4xVopa
Begin point: Extrapolated point’

tigzoo) begin point is above-mentioned extrapolated point.

NOTE 1. Extrapolated point (Low Level) = Vooa/(50+34) x 34
=Vooc x 0.40
- A driver impedance - RZQ/7{34ohm)
- An effective test load : 50 ohm to V17 = Vooo

Table 36. Reference Voltage for tLZ(DQ), tHZ(DQ) Timing Measurements

Symbol Parameter Vswi1 Vsw2 Unit
tizioa) DQ low-impedance time from CK, CK# (0.70 - 0.04) x Vopa (0.70 + 0.04) x Vppa \%
thzoa) DQ high impedance time from CK, CK# (0.70 - 0.04) x Vopa (0.70 + 0.04) x Vppa \Y
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Figure 92. tLZ(DQS#) and tHZ(DQS) method for calculating transitions and begin
tzicoss - CK — CK# rising crossing at RL-1 with 1tz Preamble
tizipass - CK — CK# rising crossing at RL-2 with 1tcx Preamble

- ———

————— Vobar
1.0xVopa
Begin point: Extrapolated point at 1.0xVooo
Vw2
pit v~ b 0.7xVooa
_________ 0.4xVooa

tizipa=s begin point is above-mentioned extrapolated point.

tygoas) with BL8: CK — CK# rising crossing at RL+4 nCk
tyzoos) with BC4: CK — CKZ# rising crossing at RL+2 pCK

CK It
_______________ Vopar
Ck#
1.0%Vooa
0.7xVooa
0.4xVopa

Begin point: Extrapolated point’
tpzoos begin point is above-mentioned extrapolated point.
NOTE 1. Extrapolated point (Low Level) = Vooo/(50+34) x 34
= Vooox 0.40

- A driver impedance : RZQ/7(34ohm)
- An effective test load : 50 ohm to V7T = Vopa

Table 37. Reference Voltage for tLZ(DQS#), tHZ(DQS) Timing Measurements

Symbol Parameter Vswi1 Vsw2 Unit
tizoask) DQS# low-impedance time from CK, CK# (0.70 - 0.04) x Vopa (0.70 + 0.04) x Vppa \Y
thzpas) DQS high impedance time from CK, CK# (0.70 - 0.04) x Vbpa (0.70 + 0.04) x Vpa \Y
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Figure 93. Method for calculating tRPRE transitions and endpoints
CK -

Sing ended signal, provided
as background information

DQS# S mmemmem===== \VDDQ

=== === [ 7xVODOD

Sing ended ;ignal, provided

as background information 0.4 x VDDQ
0.6 xVDDQ
T
; 0.3xVDDQ
DQSs, DQs# 0
. . End point:
Resulting differential Extrapolated point

MOTE 1. Low Level of DQS and DQS# = Vooe/(50+34) x 34
= Voo x 0.40

- A driver impedance : RZQ/7(34o0hm)

- An effective test load : 50 ohm to Vrr = Vooo

Table 38. Reference Voltage for tRPRE Timing Measurements

Symbol Parameter Vsw1 Vsw2 Unit

treRE DQS, DQS# differential Read Preamble (0.30 - 0.04) x Vbpa (0.30 + 0.04) x Vpa \Y;

NDQ46PFIv1.2-4Gb(x16)20260105 93 I N S |@ N | S
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Figure 94. Method for calculating tRPST transitions and endpoints
CK

———— ——— -y

————

Ck#

Sing ended signal, provided
as background information

—========= 07xVDDQ

g 020 —t——emm e e e - = - 0.4 xVDDQ
s 00— - vDDQ
——————————————————————— 0.7 xVDDQ
Sing ended signal, provided
as background informaton @~ 2= Z0———F-=-—-==-===-—=-—-—-- 0.4 xVDDQ
DAs, DASsE 0
Resulting differential 0.3 x VDDQ
0.6 x VDDQ

End point: Extrapolated point

MOTE 1. Low Level of DQS and DQS# = Vooo/(50+34) x 34
= Voo x 0.40

- A driver impedance : RZQ/7(34ohm)
- An effective test load : 50 ohm to Vrr = Vooe

Table 39. Reference Voltage for tRPST Timing Measurements

Symbol Parameter Vswi Vsw2 Unit
trpsT DQS, DQS# differential Read Postamble (-0.30 - 0.04) x Vbpa (-0.30 + 0.04) x Vbpa \%
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P
Read Burst Operation

DDR4 Read command supports bursts of BL8 (fixed), BC4 (fixed), and BL8/BC4 on-the-fly (OTF); OTF uses address
A12 to control OTF during the Read or Write (auto-precharge can be enabled or disabled).

« A12=0,BC4 (BC4 = burst chop)
« A12=1,BL8

Read commands can issue precharge automatically with a read with auto-precharge command (RDA); and is enabled
by A10 high.

o Read command with A10 = 0 (RD) performs standard Read, bank remains active after read burst.
o Read command with A10 = 1 (RDA) performs Read with auto-precharge, back goes in to precharge after read burst.

Figure 95. READ Burst Operation RL =11 (AL =0, CL =11, BL38)

=1

&

AL = AL + C1,

D TRANSITIONING DATA . DON'T CARE

MOTE 1. BL =8 AL =0, CL = 11, Proamble = 1l
MOTE 2. Dout n = data-oul from column m

NOTE 3 DES commands ara shown for ease of illustrabion; other commands may be vabd at these times

NOTE 4. BLE sotting actrvatod by sdthar MROIAT 0 = 00] or MRO[A1-0 = 01] and A12 = 1 during READ command al TO
NOTE 5. CA Panty = Desable, CS 1o CA Latency = Disable, Read DB = Dsable

Figure 96. READ Burst Operation RL =21 (AL =10, CL = 11, BLS)

Tal

e e}
L AL =10 1 L= 19
[ =1
! A » [[] mansmosmg oata [ cowtcare
NOTE 1. BL = 8, RL = 21, AL = (CL-1), CL = 11, Proambis = 11CK
HOTE 2. Doul n = dala-oul from Colamn n
HOTE 3 DES commands are Shown fof aate of ilusiralon, olha commands. may bi vald al those bmas
HOTE 4. BLS sathng activalad by adbad MROJAT0 = 00] or MROJAT 0 = 01) and A12 = 1 dusnd READ comimand st TO
NOTE 5. CA Party = Disable, CS 1o CA Latency = Drsable, Read DEI = Dsable
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CMD

Figure 97. Consecutive READ (BL8) with 1tCK Preamble in Different Bank Group

O ™ T4 T3 T ™m T2 T3 Ti4 TS TG ™7 T8 ™3 T20

............ ararry aramy arame

A

vl hmmns) Sraaet frra

i v ) v W I

o 0. 0.0 68 0 0 0 0 0 60 60 6 6 O
beep 524

e e .o

won EE) i e
[0S, [0S
oa
RL=11
— en N D TRANSITICNING DATA . DON'T CARE
mT.E'I BL=8 alL =0, CL =11, Preamble = 1bCK
ROTE 2. Doul ni{or b) = data-out from column n{or column b)
NOTE 3. DES commands are shown Tor ease of iusiabion; oiher commands may be vald al hese times
WOTE 4. BLE setling ackwvated by ether MROJATAD = 0:0) of MROATAD = 0-1) and A12 = 1 duwing READ command at T0 and T4
WOTE 5. CA Panity = Disatie, CS 1o CA Latency = Disabie, Read DB1 » Disable
Figure 98. Consecutive READ (BL8) with 2tCK Preamble in Different Bank Group
TS Ti0 Ti4 TiZ Ti3 T4 TG T8 TIT Ti® T4 T2
CcHE ) PR AL L . d— s
[ S (ST NP NN N LSO NP SO VU ST WY SN S SN W L SOUE.L Y CUDN L W LS WP ST W YOO W SO W LSO

RL=11

RL =11
— N D TRAMSITIONING DATA . DON'T CARE

ROTE 1. BL =8, AL = 0, CL = 11, Preamble = 210K

ROTE 2. Dout n (o B) = data-oul Bom columin m (o column B)

ROTE 3. DES commands ang shown for ease of ilusiration, olher commands may be valid a thess times

ROTE 4. BLA sefting acivated Dy aither MROJATAD = 000] or MROEAT-AD = 0:1] and ATZ = 1 duing READ command at T and T4
ROTE 5. CA Panty = Disable, C5 0 CA Labency = Disabke, Read DBI = Disable
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Figure 99. Nonconsecutive READ (BL8) with 1tCK Preamble in Same or Different Bank
Group

[ ] mansmoming oata [ Nr.l'Tﬂnﬂ'E

MOTE 1. BL = 8 AL =0, CL = 11, Preambe = 10CK, Lo g = 5§

MOTE 2. Dol n (of B) = 0ata-out fom colamn n (or colsmn b).

WOTE 3. DES commands ane shown for ease of illusiration; offher commands may be vakd ol these limes.

HOTE 4. BLA seiting activated by efther MEOPATAD = 0:0] of MROPATAD = 0:1) and A12 = 1 dufing READ command at TO and T5.
HOTE &, CA Parity = Disable, C5 1o CA Latency = Disable, Read D8I = Disabie

Figure 100. Nonconsecutive READ (BL8) with 2tCK Preamble in Same or Different Bank

Group
CER i | e, pmnaiy | p— s | — i | p— s | — i | — i | — i | — anian | — i | — i | — i | p—
L G- -'-.-.-. f F - 3 '--..u'I '.......-'. Siaa 3 Sasas’ '.......-'I ..... i i F -
L S 0.80.080 6 0 0 0 O G 0 6 0 O 0 O

S =d

— v ] mansmonms pata [ von cane

ROTE 1. BL=8 AL = 0, CL = 11, Proamble = 20K, kep g = 8

ROTE 2 Dost & for b) = data-out rom column o [or cokasn b)

ROTE 3 DES coamamands are shown lor sase of Bustralion; o commancs may be vakid at thaso s

ROTE 4. BLE sefing activaled by either MRIATAD = 30 or MRD[ATAS = 1] and A12 = 1 dering READ command at T4 and Té
HOTE 5 CA Parity = Disable, G5 to CA Latency = Disable, Read D8I = Disable

ROTE & Epop si=5 bsn’ 1 allowed in Mo preambln mode
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Figure 101. READ (BC4) to READ (BC4) with 1tCK Preamble in Different Bank Group

cHn T T1 T4 TiR Ti1 Ti2 T13 Tid T15 TiE TiT Tig Ti% T T
CK
oo PN ) @ O 00 0 0 0 0 60 0 6 ﬁ' ()

lc-:ns-i

e i m \CHENENEY
_ AL ] [[] mansimosim oata [ oot cane
NGTE 1. BL = B, AL = 0, CL = 11, Preameie = Tz
MOTE 2. Doul i {of b) = dala=out Bom colum f (o colurms )
HOTE 3. DES commands are shiown ol ease of ilustralon, olfvs comMands may be vakd a1 thess Bmes
MNOTE 4. BC4 setting Sctrcabed by etfsr BAOEAT AD = 1.0) o MRO1AD = 001] and 412 = O duning READ command 31 TO and T4
MOTE 5, CA Panty = Disable, C5 1o CA Lalency = Disable, Read DB = Disable
Figure 102. READ (BC4) to READ (BC4) with 2tCK Preamble in Different Bank Group
Td ™ Tia ™ T2 T3 T4 Ti5 TiE T Tig TS T20 TH
c=n W FyY F o 1 _." ' I _." AT _.'""'._ Y Y I P W T
A
N OO | WO OO N O, N WO L N SO N WO GNP, OOV N, WO T, WP | SO YO OO, VR OO N, SO VN A N WP W VOO

o @@@ﬂﬁﬂﬂﬁﬂﬂﬂ@.@@ﬂ
mm
-@.

men | [ rransmionin oata [ owt care

A -

HOTE 1. BL = 8, AL = 0, CL = 11, Proamble = o

NOTE 2. Dout n (o b) = dsta-out From column n (o column b

NOTE 3, DES commands are shown for aass of ilustraion; other commands may be vakd at these tmes

NOTE 4. BCA satming activaled by ether MRO[ATAD = 1:0] or MROATAD = 01] snd ATE = D during READ comenasd 1 TO and T4
NOTE &, CA Parity = Disable, C5 to CA Latency = Disable, Read DB = Disable
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Figure 103. READ (BL8) to WRITE (BL8) with 1tCK Preamble in Same or Different Bank

Group
car 'ra t_1u . 1_11 i '{12 . 1.13 m _m-I“' . E_n: r1r ) r_m . 1:19 . 1.20 ____1.21 .___Tln
=
w0 @@@@@ﬂﬂﬂl@@@ﬂﬂﬂ@

[C T F————r—
T T - o Elkiks

e .. |

— ' D TRANSITIONING DATA . DON'T CARE

NOTE 1, BL = & AL = 11 pCL = 11, AL = §), Read Presmbls = 1im: WL =5 (CWL = 5. AL = &), Wiils Preambls = 1o

HOTE 2. Dowt n = data-cut from cokema n, DIN b = data-in to column b

MOTE 3. DES commands ans shown for ease of Busiration, other commands may be valid at theas imes

NOTE 4. BLE seffing ctivated by sither MRD[A1.AD = 0:0] or BRDJATAD = 0:1] and AT = 1 during READ cemmand ol TD asd WRITE command al T2
NOTE & CA Party = Disabls, C5 t2 CA Lotency = Disabls, Raad D8I = Disable, Wits DBI = Dizabls. Writs CRC = Disable

Figure 104. READ (BL8) to WRITE (BL8) with 2tCK Preamble in Same or Different Bank
Group

'I"I-!

Ti&

cuo @ﬂ@ﬂ@ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ

A b P L il Sntiry

peintein 4 Glogks i

Banki Groug
&LDA

DS, Dot

LR L]

MOTE 1. BL =8, RL = 111 = 11, AL = 0}, Read Preamble = M., WL = 10 (CWL = 841°5, AL = 8], Wile Preamble = M.

MIOTE 2. Doud n = data-oud from cobemn n, HH b = daka-in e oolemn b

MOTE 3 DES commands. s shown: forr sase of Busiralion; ofher commands. may be vald af these bmes

MOTE 4 mmmmwmmmﬂ 0 or MREHAY-AS = ﬂ'lilndlu'l'} 1 churing READ command at T0 and WRITE command at T8
MIOTE & When op in M Wiirine P Wock, WL st be programmed o a value at least 1 deck greater thas the lovesst TV selting
WAOTE & (A Parky = Disable, C:5 10 CA Latency » Disable. Fead DB = Disable, Ve DB » Disable, Weite CRC » Disable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 105. READ (BC4) OTF to WRITE (BC4) OTF with 1tCK Preamble in Same or Different

Bank Group
™ TG v T8 Lk TiD ™ Ti2 T13 T4 TS TG mr T4 T20
CHE e R N e N e WV s T T T ) ey ey
CK e - e e Y el Bt e L N e 3 L F e e adh L
L
S S 8.0 0 0 0 0 6 0 0 0 0 0 6.0 &6
e L 4 Clocks 5

I.lﬂ}..
Eank Group BG as
e
]
w008
. bres,
T P i X i K.
%

]
m
AT
..... , .| e e ———

DO%, DOSe

b E] TRANSITIIMING DATA . DONT CARE

ROTE 1. BC =4, RL = 91 (CL = 11, AL = 0. Read Praamble = Tlg. WL = 9 {CWL = , AL = 0], Weite Proamble = 11z

ROTE 2 Doal n = dala-gul feom Column n, DIM b = dala-in 1o columin b

ROTE 3 DES commands s shown for ease of Bustration; ofher commands may be valid al these Smes

ROTE 4 BCAOTF) satting actvatid by MRIJATAD = 0:1] and A12 = 0 duding READ cosmemand #1 T and WRITE command at TE
ROTE 5 CA Padty = Disable, C5 bo CA Labsncy = Disable, Read D8 = Diaable. Wiiks DBI = Disable, Weite CRC = Déable

Figure 106. READ (BC4) OTF to WRITE (BC4) OTF with 2tCK Preamble in Same or Different
Bank Group

. » [ mansmonmc nata [ vowt care

NOTE 1. BC =4, RL = 11 {CL = 11, AL = 0], Read Preambls = e, WL = 10 (WL = $#1°5 AL = 0} Writs Preambls = He.

NOTE 2 Dot = dista-oul teom colusn n, DIN b = data-in o colamn B

NOTE 3 DES commands ane shovwe fof s of BusiraBion; ofhr commands. miy e valid sl e s

NOTE 4 BCAOTF) sefting sctiviled by MRIGATAD = 0-1) and A12 = [ during READ command o T and WRITE command 1 T6

NOTE & Whan opssrating in 21 Write Preamble Mode mthhthlm1qumhmmm
HOTE & CA Parity = Disable, C5 1o CA Latency = Disable, Read DEI = , 'Werite DB = Disable, Write CRT = Disable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 107. READ (BC4) Fixed to WRITE (BC4) Fixed with 1tCK Preamble in Same or
Different Bank Group

Ta T 13 irs T8 ™ T10 ™ Tiz ™3 T TS TG ™7 T8 Ti%

e - - - 3 LT WU Y N WY Y Y
fam
L e ] 2 Clacks byre

tery
R ¥

L= ]
B (N

B

RL =11
~ R . D TRANSITIONING DATA . DONT CARE
MOTE 1. BC = & FL = 11 [CL = 11, AL = {1}, Feadd Prasamible = Tioe WL = 9 (WL = 5. AL = 0], Weite Proamble = iz
ROTE 2 Dhitl = dais-out Treen colusrn i, DIN b = daba-in b ool B
MOTE 3. DES commands ars shown for sase of Bustration; other commands may be valld al thess Bmes
HOTE 4. BCA(Fiagd) satting pesvated by MAJATAD = 1.0
HOTE & CA Parity = Disabi, G5 10 CA Lutoncy = Disabls, Faad DED = Disable, Weie DES = Disabe, Wele CRG = Disabls
Figure 108. READ (BC4) Fixed to WRITE (BC4) Fixed with 2tCK Preamble in Same or
Different Bank Group
o o] n___® m o B _Th ™ = T g Ne e o wr o Te TR I
[ nd | — DR WY R N R - \ P \ o \ L . L (. L R L
™
o - 0 8 6 6 6 6 6 6 0 0 0 0
Tt alendl b
Eaank Giozug
ADDR

DeirE, DadEs

L= 11

WL =D

[[] rransmosnG nata [ vowt cane

ROTE 1, BE = 4, AL = 11 {CL = 11, AL = O] Aasd Prosmble = o WL = 10 4CWL = B=17, AL = 0], Weils Proamible = H
HOTE . Dal 1 = dala-ionl froem codurmen o, D) iy = 6159 i Cobersn b

HOTE ). DES [ommasth B4 Shows Wd £ o Susitabon . oIver DIwmasdi may e wilil 51 Phedd whes

ROTE 4 BCAF topdl) sefling schvaied By MADGA N &0 = 10

HOTE 4 Whan cparaing in 21, Wrils Preamble Mods CWL mund be programmed 1.2 walss of inand | clock graater Bun S loweal CWL selling
ROTE & CA Pasty = Disabie, C5 00 CA Latessy = Disabie Mo D89 - Desatde Welle DBI = Diable, Wis CRC = Diabls

NDQ46PFIv1.2-4Gb(x16)20260105 101 I N S |@ N | S



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 109. READ (BL8) to READ (BC4) OTF with 1tCK Preamble in Different Bank Group

T2

gh =

_——— —%

|:| TRAKSITIONING DATA . DONT CARE

MOTE 1. 8L = & AL =0, CL = 11 Proamble = 11z

MHOTE 2 Domat n for B) = data-cut from column n (or column b

ROTE 3 DES commands are shown fof aais of Bustiation; othir commands may ba valid o i times
ROTE 4 BLS sotting aciivated by MRO[ATAS = 0-1] and 412 = 1 duing READ command at Td

B patting sctivated by MRO[A1AD = 0:1] and A12 = 0 during READ command at Td

NOTE & CA Parity = Disabla, CS 1o CA Lalency = [iaabls, Read DE = Disabie

Figure 110. READ (BL8) to READ (BC4) OTF with 2tCK Preamble in Different Bank Group

o W :n :1 T‘i . T.-n} ) I_“ ) T-'IZ . 7.13 ) _t_u . T.'I'S. m; . 1:'I'|‘ "313 . 19 ) T20 _“1_:1
=3 L W W j \ -
S S 0.80.0 0 86 8 0 0 0 6 6 O O 6 O

tcm 5=

—_———— ——
Bk (i oy
.
o NEHEERCEE

Das, Doss "..' k

Lrivig
P

Rl=11

D THARSITIONING DATA . DONT CARE

= *

ROTE 1. BL = 8 AL =0, CL = 11 Preasbly = Jox

ROTE 2. Doat n for b) = data-out from colemn n (or column b)

MOTE 3 DES commands are shown for ease of Bustration; other commands may b valid af Bese tmes

ROTE 4. BLA setting activated by MAMATAD = 001] and A12 = 1 during READ command a1 TO. BC4 setting activated by MEED[ATAD = 0:1] and A12 = 0 during READ command at T4.
MOTE 5. CA Parity = Disabls. C5 83 CA Latency = Disabe, Fesd DE = Disable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 111. READ (BC4) to READ (BL8) OTF with 1tCK Preamble in Different Bank Group
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S 8. 8.0 O 0 0 0 0 0 0 0 0 0 0 O

IS 3 ST e iy
e
B 3

[ oo

3

" TH

Aark (g
ADDHR

oo D) " ey o

D, DO

=1

— M D TRAMSITIONING DATA . DONT CARE

NOTE 1. BC =4, AL =11 {CL = 11, AL = 0}, Fobsed Praarmbbe = T WL = 9 (CWL = 5 AL = ), Wiite Praamble = Tl

HOTE 2. Dout n = daka-put frem column n, DIN b = dada-in fo codumn b,

HOTE 3. DES commands are shown lor sase of Blasirafion; other commands may be valld al these Smes

HOTE 4. ECA[OTF) setfing sctivased by MANATAD = 001] and A12 = 0 during READ command o1 TO and WRITE command a2 TG
MHOTE &, CA Parity = Disabla, C5 o CA Lalency = Disable, Raad DB = Desable, Wits DEL = Disable, Write CRC = Disabla

Figure 112. READ (BC4) to READ (BL8) OTF with 2tCK Preamble in Different Bank Group

TiD

Ti1 Ti2 T3 T4 Ti5 Ti& Ti7? Tig Ti%
s amian aama e vy

D2, DS

ALt | |:| TRAMSITIONING DATA . DON'T CARE

ROTE 1. BL = 8, AL =0, CL = 11 Preambls = Mo

MOTE 2 Dot i (or b) = data-oul Trem cokes o (or cobmn b)

ROTE 3 DES commanch ane shown for i of Bustrition othet commands miny be valid i thess Smes

HOTE 4. BC4 sotiing acthated by MEOA140 = 0-1] and 412 = () during READ command a1 TO. BLE setting activated by MRO[#A140 = 0:1) and 412 = 1 during READ command at T4.
ROTE § CA Parity = Disable, C5 to CA Latenscy = Disable, Road DB = Disabla
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 113. READ (BC4) to WRITE (BL8) OTF with 1tCK Preamble in Same or Different Bank

Group
- 0 T1 TI0 T11 T2 Ti3 Ti4 T15 TG 7 Tl T8 T
. S ] | .. — T T T T8
CK e % t} i 7 L, VP, R WY SUNNCL WY TR WL S I W L ) T L — - faniaet arraet | —
oo ) e 00 0 0 8 O 0 0 O
ek et e ]

" i

P e TN T "
K500

— s ' [] mansmonma pata [ oowrcane

MNOTE 1. BC = 4, AL = 11{CL = 11, AL = 0 ), Read Preamie = 1ln, WL=S{CWL=9AL=0), Wrile Preambie = 1l

MOTE 2. Dout i = data-put om column n, DIN b = dala-in 1o column b,

MOTE 3. DES commands ane shimn 1o ease of Busiralion, other COMmanads may b= vabkd al fhese limes

MOTE 4. BC4 sefting activaled by MROPAD = 001) and A12 = 0 during READ command at T BLE sening activaled try MRO[ATA0 = 0] and A12 = 1 during WRITE comenand al T
WOTE §. CA Party = Disabie, C5 to CA Latency = Disabie, Read DBI = Disable, Wrile DB = Disable, Wrile CRG = Disable

Figure 114. READ (BC4) to WRITE (BL8) OTF with 2tCK Preamble in Same or Different Bank
Group

[] mransmonms oara [ vowr cane

HOTE 1. BC = 4, AL = 11 {CL = 11_ AL = 0}, Raad Prausnlhs = ?Lz._WL:ID[E“"L:EfI"_M = 0), Wiils Preambla = ex

MOTE 2. Dout n = data-pul from colemn m, DIN b = data-n bo column b

MOTE 3. DES commands arne shown for aaie of lstration; other commands may Be valid a1 S imes

HOTE 4 BCA safting activalad by BRO[ATAD = 0:1] and A12 = 0 duiing READ command at TO. BLE saiting scth/aled by MRIDAT AT = 001] and A12 = 1 duding WRITE command at TS
HOTE & When operating in 2800 Wille Preamble Mode, CVWL musi be programmed o a value at least 1 clock greater than the lowest CWL satting

HOTE & CA Pasrity = Disable. T5 1o CA Latency = Disable, Reasd DB = Disabda, Write D81 = Disable, Write CRC = Dinable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 115. READ (BL8) to WRITE (BC4) OTF with 1tCK Preamble in Same or Different Bank
Group

T T14 T15 TG T T18 gt

LR
L=
oo @E@EEEEEEEEEEEE@

L i T 2ot 4 Clocks

e e R T
e NENRER -
Receu

D5, DOSe

— oy ]:| TRANSITIONING DATA . ON'T CARE

NOTE 1.BL =&, RL = 11{CL = 11 _ AL = 0 ), Read Proamble = 100K, WL=S{CWL =5 AL=0), Wite Preamble = 110K

NOTE 2. Doul n = dala-oiut from colasn n, DIN b = diti-in 10 column b

WOTE 3. DES commands are shown for ease of Bustration; other commands may be valid at thess times

NOTE 4. BLE satting sctivaled by MRO[ATAD = 0:1) and A12 = 1 during READ command #1 T0, BCA seming activited by MRO[A1AD = 0:1] and ATZ = 0 during
WRITE comanand at T8

NOTE 5. CA Parity = Disable, CS to CA Litenscy = Disable, Read DB = Disable. Write DBI = Disable, Wiite CRC = Disabila

Figure 116. READ (BL8) to WRITE (BC4) OTF with 2tCK Preamble in Same or Different Bank
Group

T13 Tid T8

D TRAMSITIONING DATA . DHON'T CARE

MNOTE 1. BL = B RL = 11 [CL = 11, AL = 0}, Ruad Preasbly = I WL = 10 (CWL = $01°5, AL = 0], Write Preasibia = Mz

WOTE 2. Dowt n = data-sut from column n, DIN b = data-in o colemn b

HOTE 3. DES commands afa ahown lod sase of Besiraion; other commands sy be valid a1 thess Smes

HNOTE 4 BLE salting sctivabed by MRO[ATAD = 0:1] and 412 = 1 during READ command at TO. BC4 saiting activated by MROJAT AD = 0:1] and A12 = 0 during WRITE command a1 T8
MOTE & When operating in 210 Wiite Preamble Moda, CVWL must be programmad 1o a valiss at loast 1 chock greater than the kowes! CWL seSing

MNOTE & CA Pasity = Dissbda, C35 10 CA Latency = Disable. Fesd DEI = Disable, Weine DE = Divable, Wiite CRC = Digatia
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Burst Read Operation followed by a Precharge

The minimum external Read command to Precharge command spacing to the same bank is equal to AL + trrp with

trte being the Internal Read Command to Precharge Command Delay. Note that the minimum ACT to PRE timing, tras,
must be satisfied as well. The minimum value for the Internal Read Command to Precharge Command Delay is given

by trremin), A new bank active command may be issued to the same bank if the following two conditions are satisfied
simultaneously:

1. The minimum RAS precharge time (trr.min) has been satisfied from the clock at which the precharge begins.
2. The minimum RAS cycle time (trc.min) from the previous bank activation has been satisfied.

Examples of Read commands followed by Precharge are show in Read to Precharge with 1tck Preamble to Read to
Precharge with Additive Latency and 1tck Preamble.

Figure 117. READ to PRECHARGE with 1tCK Preamble

Cxn
=
Mo
e o) 8 5 u
- 1-.'.F A ll'r
PL=ALacL
A Dy wiar |
[=35, DS
]
8 gt
Do, DS
e+ ]
|:| TRANSITIONING DATA .Domu.RE
MOTE 1 BL=8 AL =11CL =11, AL = 0 ), Proambie = Tt terp = 6. s = 11
HOTE 2 Dowt n = data-oul from colemn n
ROTE 3 DES comenands are shown for ase of Busteation; st commands miry b valid ol these Smes
HOTE 4 The example assumes tass. MIN is satisfed 8 Precharge command time{TT) and that lzc. M i satisfed at the naxt Acthe command Smae(T 18
HOTE 5 CA Parity = Disable, C5 %o CA Latency = Disable, Read DBl = Disable
Figure 118. READ to PRECHARGE with 2tCK Preamble
KR
K
cuD
ADDR
[ep—
Das, Doss H_'
oa
[eSr—
DS, DoEe '-,_
oa

D rassmoninG pata [ vont cane

NOTE 1. BL =8 AL = 11[CL = 11, AL = 0 | Prémmble = Pz, tyre = 6, lap = 11

HOTE 2. Dhoast i = datai-gust feom codumn n

NOTE 3. DES commands are shown Tor sase of Bustration o'lm mnrnlndnrm b valid al these times

NOTE 4. Thi examph asaumes e MIN is satished o1 F d time T7) and thal le:. MIN i satisfed 81 the nest Actioy command lime(T 13)
NOTE 5 Ch Parity = Disable, C5 o CA Latency = Disabla, Raad D8I = Disable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 119. READ to PRECHARGE with Additive Latency and 1tCK Preamble
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oa
PSP
005, DOSe k|
i

[] rransmonms oara [ vow care

MOTE 1. BL=8 AL =20 (CL =11 AL = CL- 2 ), Preambla = Tig, lage = &, by = 11

MOTE 2. Dosl n = data-out from column n

NOTE 3 DES commands e bwn fol gase of Sustraion. ol commands may be valid a1 these Gmaes

MAOTE 4. Tho example assumaes i MIN b satisfied 8 Precharge oomenand Sma(T15) and that tae. MM 5 safisfbed at e ot Acthve command Smae(T2T)
MOTE & CA Parity  Disable, C35 10 CA Latency = Disable, Read D8I = Disable

Figure 120. READ with Auto Precharge and 1tCK Preamble

™ T2 T13 T14 Ti5 T16 T? Tie T14 T20

ey el ey ey e ey peenlley g ey e Ly g
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o &, B u =5

L Lere 1 e
FL=AL+CL

[C -
D58, DOSE
[R=]

[ESp—
B, DS
[+ ]

D TRAMSITIOMING DATA . DON'T CARE

HOTE 1. BL =8 AL =11{CL = 11 . AL = 0 |, Preusnbls = 1 lare = 6, les = 11

HOTE 2. Dout n = data-out freen column n

NOTE 3. DES commuesds are shown for sase of Bustration; other commands may be valid at thess times
HOTE 4. lere = § salting actvaled by MROJAT1:9 = 001]

NOTE 5. The exampls assumas lze. MIN b5 satished a1 the next Active command tmae(T18)

WOTE 6. CA Parity = Disable, C5 1o CA Latency = Disable, Read D81 = Disable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 121. READ with Auto Precharge, Additive Latency and 1tCK Preamble

T ™ T2 ™ T1h T11 T12 Ti6 Ti% T T T

""" i i 5T, I
A

T3 T24 T25 T2

= = L L, L |-, Sy L L — L — I
- 000 0 0 0,00 & 0 & =)
oon =) =
L] L] L] | Jpo=t

ALatL - 38 lare ler

D5, Dohe

DOS, D5

HOTE 1, BL = 8. RL = 20 [CL = 11, AL = CL- 2 ). Preambla = 1o tRTP = 6, e = 11

NOTE 2 Dot n = data-cul from cokame n [] ransmonine oata [ vowt care
HOTE 3, DES commands afa shoem b aass of Sebraiia; ofher commands may b valid ai these tswes,

HOTE 4. teyp = 6 safling activabed by MRO{&11-9 = 001)

HOTE 5. The sxample asssmes L. MIN is satisfed at the next Active command Bme(T2T)

HOTE 6. CA Parity = Disalie. T35 10 CA Latency = Disable, Read DB = Disabis

Burst R ration with R DBI (D Bus Inversion

Figure 122. Consecutive READ (BL8) with 1tCK Preamble and DBI in Different Bank Group
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bocn sns
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oo

Dg, Doss
er]
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e}
MOTE 1. 8L =8 AL =0, CL =11, Preamble = Tt 1DB] = It D TRANSITROMMG DATA . DONT CARE

MOTE 2. Dout n [o¢ b) = data-out from colume n | or column b)

NOTE 3 DES commands. are shown for sase of Bustration; other commands may be valid at thess fimes

MOTE 4. BLE satting sctentnd by sitfses MAO[ATAD = 00] ce MRO[ATAD = 001] mnd A12 # 1 during READ command 1 TO and T4
MOTE 5. CA Pasity = Diaalle, ©3 10 CA Laténsy = Dizabls, Fiesd DB = Enable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Burst Read O ion with C Add Pari

Figure 123. Consecutive READ (BL8) with 1tCK Preamble and CA Parity in Different Bank
Group

Ti? TiE T2

MOTE 1. BL =8 AL =0, CL = 11, PL = 4, (RL = CL + AL + PL = 15), Proamble = Tz DT“-"-“'T":'N"G DatA . DOKT CARE
MOTE 2 Dot n {or b) = daka=out from cobumn n { or column b

KOTE 3. DES commands any shown for eais of Bustration, other commands may be valid #1 theis imas

HOTE 4. BLE satting sctivated by sithar MEDNA T AD = 00] or MRO[ATAD = 001] and A12 = 1 during READ command at TO and T4

MOTE & CA Party =Enable, C5 1o CA Lalency = Disabls, Read D8I = Disable

Figure 124. READ (BL8) to WRITE (BL8) with 1tCK Preamble and CA parity in Same or
Different Bank Group

- ™ T T8 k] T TG TG 7 18 Ti9 20 T21 T22 T3 T2 25
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e L 4 Clocks L

Berik Gecup B 8
ADDR [ ]

WL=13

L D TRANSITIONING DATA . DON'T CARE

HOTE 1 BC =4 FL = 1101 = 11 AL =0 | Resd Preamble = Tin WL=3[CWL=5 AL =], Wiile Pieamble = Tz

NOTE 2. Dout m = data-out from column n, Cin b = datasin b cobemn b

HOTE 3. DES commands are sboven for aase of Bustralicn. o commands may be vald ol these Bmes

NOTE 4. BCA saiting ecivaied by MRIATAD = 001] and A1 = 0 during READ comsmind 51 T0, BLE sefing activaled by MRO[ATAD = 1] and AT2 = 1 duineg WRITE commmind 81 Th
HOTE & Céa Parity = Disable, C5 1o CA Latency = Disable, Read D8I = Disable, Wiite DB = Disable, Write CRC = Disable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Read to Write with Write CRC

Figure 125. READ (BL8) to WRITE (BL8 or BC4: OTF) with 1tCK Preamble and Write CRC in
Same or Different Bank Group

o T1 T8 TS Lal T2 T13 T4 1% Ti6 7 T3 T T20 T T2

L1 i e pRR S LT r Thises Nl Nasas . s Sasaa’ - e s s L, W | | R N ) T N | -
bem
oo - o) e 0 606 6 6 0O a0 08
TR e 4 Chocks [
e e DG
L L =11 —_—

Fead - B =8, Wiss : BC = 4§07

]

D TRANSITIONING DATA . DHIN'T CARE
MOTE 4. BL = 8 ( or BC = 4 : OTF for Waite), AL = 11 {CL = 19, AL = 0, Read Preamble = 1H2K, WL=0 [CWL=0, AL=D), Wiite Preamble = i
HOTE 2. Dout i = dati-oul rom cobosa s Din b = date-is 10 column b
NOTE 3. DES commands are shown for eaxse of Busiration; other commands may be valid at these Smas
MHOTE 4. BLE setting acthvated by either MBIATAD = 00] oo MRO[A1AD = 0:1) and 512 = § during READ command at TO and Write command o T8
HNOTE 5. BCd safing acthvaind by MROAT0 = 01] and A12 = 0 during Wiite comemasd 1 TR
NOTE 6. CA Party = Disable, €5 o CA Lafency = Disable, Fead DB = Disabls, Write DRI = Disabls, Wiks CRC = Enable

Figure 126. READ (BC4:Fixed) to WRITE (BC4: Fixed) with 1tCK Preamble and Write CRC in
Same or Different Bank Group
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o e o i) e 8 O 8 8 O L )
S0 m T s T 2 Clocks I Hovrm
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e e N
AL =11
soos
EHE ¥ wrR

BC=d [Fimid

NOTE 1. BG = & [Feend) RL = 11 {CL = 11, AL = 0], Rt Prossently = 1az, WL=5 [CWL=3, AL=0), Writa Proambia = Ttz [[] ransmonne oata [ oowt care
HOTE 2. Doutn = data-out from column ne Din b = data-in b column b

MOTE 3. DES commands ane shown for et of Bustsation, othes commands may ba valid ol thess imes

NOTE 4. BG4 safting actvated by MROEATAD = 10]

WOTE 5. CA Parity = Disable, &5 to CA Latency = Disable, Read D8I = Disable, Write 081 = Disable, WWrite CRC = Enable
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Read to Read with CS to CA Latency

Figure 127. Consecutive READ (BL8) with CAL(3) and 1tCK Preamble in Different Bank
Group

T3

----------

A

cx P E - - Maaia [

oo T,
- (oo o) oo o 0.0 0 0 08 0.0 6 &
wha 50

Bk Gioup
spo » CD =) " " "
Leg g4

[
soos A=)
C25 CO54

B
(v AL =Y
MOTE1. BL=8 AL =0 CL =11, CAL = 3, Priumble = 1 DTW'!TIIINGMIH .mcm

MOTE 2 Dl 6 fief ) = didti-fult Froem colusfe /& (o Sobarin b).

MOTE 3. BES commands ane sl for pate of Bustation; ofber commands may be valid at thesa Smes.

MOTE 4. BLE sefing scthoatisd By aithis MRIATAD = 000] o MIRO[AT.AD = 0:1] sl A12 = 1 during READ comenand o T3 sl T7

MOTE & CAParity = Disable, C3 %0 TA Latency = Enable, Resd DB| = Disatle

HOTE & Enabiing of CAL mode does not impact 00T control imings . Userns should maintsin the same timing nelationship redaloe o the commandfaddeess bus as when CAL is disabled

Figure 128. Consecutive READ (BL8) with CAL(4) and 1tCK Preamble in Different Bank
Group

TS T4 TS T

L o
(=)

b
win 58

-y -y |— (-
=4 loas w4

L=

Bask (eup
ADOR

ACDR

0% 2T

WOTE 1. BL =8 AL = 0, CL = 11, CAL = 4, Preambie = 1t Dmmmm.mcm
ROTE 2. Dot o B) ® data-out from calusn n (or colamn bl

MOTE 3. DES commands e shown for sase of Bustration; ofher commands may be valld a8 thess tmes

MOTE 4. BLA setting actvabed by either MRO(A 1A = 000 or MADHAT 40 = (01 and 412 = 1 during READ coenmand a1 T4 and TS

MOTE 5. CA Parity = Disable, G5 to CA Latency = Enable, Read DE| = Disabe.

HOTE & Enabiing of CAL mede does not impact OOT control Smings. Users should maintain the same timing relationship nelative b the command’ address bus as when GAL s disabled

NDQ46PFIv1.2-4Gb(x16)20260105 111 I N S |@ N | S



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Write Operation
Write Timing Definiti

This drawing is for example only to enumerate the strobe edges that “belong” to a Write burst. No actual timing

violations

are shown here. For a valid burst all timing parameters for each edge of a burst need to be satisfied (not

only for one edge - as shown).

cmp’

ADD*

DQs, DQs#

DQS, DQSH

DQsS, DQS#

g

Figure 129. Write Timing Definition and Parameters with 1tCK Preamble
T11

NW‘!"E‘ ' HDGS'D(S'D{SUDESUOES‘DES‘O(S'OGS‘

WL = AL » CWL ‘
\ ",

ey ;
bossmey e : | g Ly .
toassicana

et [y - P . R
toassmax
NOTE 1. BLS, WL = 9 (AL = 0, CWL = 9) [] ransimoninG DATA  [Jl] DON'T CAR

NOTE 2. Din n = data-in from column n,

NOTE 3. DES commands are shown for ease of [llustration : other commands may be valid at these times.

NOTE 4. BLS stting activated by either MRO[A1:0=00) or MRO[A1:0=01) and A12=1 during WRITE command at T0.
NOTE 5. toass must be met at each rising clock edge.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 130. Write Timing Definition and Parameters with 2tCK Preamble

i TO T1 T2 T8 T9 T1I0 111 T12 T3 T4 T15
CK ! o) " "‘ Y " N ; 1 ' 3 "\
N T oes).(oesx-(us).(wsumswwswusumsnusm«s>|
L WL = AL + CWL
ADD*
DQs, DQsH
DAS, DQsH
DQsS, DQs#H
m?
DM#
NOTE 1.BL8, WL=9 (AL=0, CWL=9) [] ransimoning DATA [l DON'T CARE
NOTE 2. Din n = data-in to column n.
NOTE 3. DES commands are shown for ease of llustration : other commands may be valid at these times.
NOTE 4. BLS stting activated by either MRO[A1:0=00] or MRO{A1:0=01) and A12=1 during WRITE command at T0.
NOTE 5. tpass must be met at each rising clock edge.
Write Data Mask

One write data mask (DM#) pin for each 8 data bits (DQ) will be supported on DDR4 SDRAMSs, consistent with the
implementation on DDR3 SDRAMs. It has identical timings on write operations as the data bits as shown above, and
though used in a unidirectional manner, is internally loaded identically to data bits to ensure matched system timing.
DM# is not used during read cycles, however, x16 organization as DBI# during write cycles if enabled by the
MR5[A11] setting. For more detail see section "Data Mask (DM), Data Bus Inversion (DBI)".
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Figure 131. Method for calculating tWPRE transitions and endpoints

oK e

U \
!

SR 25, S LY AU {_\/DD/2-

!

CK# 23 c-

DQS |/

"""""""""""" Vreroe
Single ended signal, provided

as background information

Das# )}

———————————————————————————————————————— Vreroa
Single ended signal, provided

as background information
. VIHUH‘P«R
------------- \; 5;2-- o S L L ViHoi pes

twere Vsw1
DASs, DQS# : 0
Beqgin point:

Resulting differential Extrapolated point

signal, relevant for

twere specification

Table 40. Reference Voltage for tWPRE Timing Measurements
Symbol Parameter Vswi1 Vsw2 Unit
twere DQS, DQS# differential Write Preamble Virpitt pas X 0.1 Virpitt pas X 0.9 V
The method for calculating differential pulse widths for twerez is same as twere.

NDQ46PFIv1.2-4Gb(x16)20260105 114 | N S |@ N | S



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 132. Method for calculating tWPST transitions and endpoints
CK

CK#

Single ended signal, provided
as background information

Single ended signal, provided
as background information

DAS, DASE = e o R{J.___ 0

Resulting differential
signal, relevant for
twest specification

————— = = Vi pos= = =

4

Begin point: Extrapolated point

Table 41. Reference Voltage for tWPST Timing Measurements

Symbol Parameter Vswi1 Vsw2 Unit

twest DQS, DQS# differential Write Postamble Virpitr pas X 0.9 Virpirt pas X 0.1 \Y;
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Write Burst O i

The following write timing diagram is to help understanding of each write parameter's meaning and just examples. The
details of the definition of each parameter will be defined separately.

In these write timing diagram, CK and DQS are shown aligned and also DQS and DQ are shown center aligned for
illustration purpose.

Figure 133. WRITE Burst Operation WL =9 (AL =0, CWL =9, BL8)

Dos, DOSe

1 T13 Ti4 T15 Ti6

CHW — o Tﬂ i pusian] =
CH ! £ [ L— - - B st [enesd - - —-— -
ZEE A G 0.0 0 60 0 0 6 6 6 6 6
Bank Group - - - - - - -
e ) ;
o NED -

4 twrrE : | |'|"|'-|‘$T. ;

PSR © 6 © 0 0 © 0 G /4

[ ] mansmonin pata [ vonT care
NOTE 1. BL = & WL =8, AL = 0, CWL = 0, Preamitle = 1Ly

NOTE 2. Din n = data-n o column n

NOTE 3. DES commands are shown for ease of illustration; other commands may be valid at thesa timas
NOTE 4. BLE setting activalid by edther MEO[A1AD = 000] of MROJATAD = 0:1] and A12 = 1 during WRITE command at T
NOTE 5. CA Parity = Disable, CS to CA Latency = Disabla, Write DBI = Disabla.

Figure 134. WRITE Burst Operation WL =19 (AL =10, CWL =9, BL8)

chs To T1 T2 TS T10 T T17 T8 T18 T20 L T T23

CK

HCTTTe

[ naad

H I\'
SN D 0 6.0 06 0 0 0 606 6 6 68 O
Bank Group i I
5o ) :
Bank,
P ]

P hmaaad Hanaaad | Saaaad maad 3 Thrnned e

o ED
I I | 1 ]
: | | — | I'WST;
1 - .I_l'“"'!'- r----lki ------ | ‘llll-1 arremw
DA%, DOSe | | i ; i 7 ; 1 b i
AL= 10 | EWML=8 | T |
a - 9,0,0,0,0,0,0), 8
L WL=AL + CWL = 13 | . : : \
MOTE 1. BL = & WL = 19, AL = 10 (CL-1), CWL = ©, Preamble = 1t D TRANSITIONING DATA . DON'T CARE
MOTE 2. Din n = data-m 1o column n

HOTE 3. DES commands are shown for ease of illustration; other commands may be valid at thase limes.
HOTE 4. BLE satling activated by either MROJATAD = 0:0] or MRO[A1:AD = Or1] and A12 = 1 dunng WRITE command at T,
HOTE 5. CA Parity = Disabla, C5 to CA Latency = Desable, Winle DBI = Disable
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Figure 135. Consecutive WRITE (BL8) with 1tCK Preamble in Different Bank Group

............

T T T4 L) Ta T8 Ti0 ™ T2 T3 T4 T1% T16 7 T8 s

X

L] F) i o}
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Tiaer e Cra e e e — | e
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om0

ol 0, S, 0 0 0 0 0 0 0 0 0 0 0 Q0 O

leem gad L 4 Clocks o baTR

oo (2]
ADOR ] B

‘mmian, Tz ‘wmaasd’ Tasaal Twanad asaa’ ‘wmiae’ e

MOTE 4, BL = B, AL = 0, CWL = 9, Preambls = Tt DTHAHSITMNGBATA. .DOH’TL‘AFLE
NOTE 2. Dinn {or b) = data-in b cobema m {or cobemn B)

NOTE 3. DES commuands ane shown for eaie of Bustration othes commands may be valid #1 thess times

NOTE 4, BLE sefting acivaled by sithor MROLATAD = 060] oo MRO[A1:AD = 0:1] and A12 = 1 during WRITE command a1 T0 and T4

NOTE & Cia Parity = Disable, ©5 to CUA Latency = Disable, Wiite DE| = Disable

NOTE 6, The weite spcerary lima (L) and wiite Sming paramaber (lyra) are teferenced from the sl rising cleck edge aBer the Lisl wiite Gata shoem at TAT

Figure 136. Consecutive WRITE (BL8) with 2tCK Preamble in Different Bank Group

O e, A, | S AR SN S| M., S| . NGO - SN, S I . e I Li S
o UL Y SN S N S N SO W S W S O A A (R
[
= s 0.8 .0 8 8 0 0 0 0 8 86 06 6 0
tpsds ) 4 Clocks [

W= AL WL =10

WL = AL = O = 10

—

[] mansmonma oara [JJ] nowt care

ROTE 1. BL=8 AL =8, CWL =9 « 1 = 107, Pradsile = 1.

ROITE 2 D0 (6 1) s i 3 Esurmnn A & s 1)

HOTE 1 DES cammands s shosn for gane of Suaihon, offes commanchy may b vald of Beas bmsy

HOTE 4 DLE peling aclivaiied by sihar MR L AD = &) or LRAE AD = & 1] aned 413 = 1 foring WRITE sommung 8 T) wnd Td
HROTE § LA Pasty = Daabies, 5 da CA Latercy = Disabis, Wy DI = Desabis

ROTE & They wonis rescorvay’ Sl | 9w it lirmang [ VTR e el s el g chach adge afer T lasl e Sals sown o T1R
HOTE P Wihes cperating in J5CK Wil Posamble liode WL rund Be progesssrmed o o vshus of leaal | clock greatier S Be vest CVl
seling i L ringe. T AL =S fl allcwed whiad cperaling in 2, Wiiks Pesarile Mot
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 137. Nonconsecutive WRITE (BL8) with 1tCK Preamble in Same or Different Bank

Group
T T T5 TS T Tig Tl TiZ2 T Ti4 T Ti& Ta7 Ti& Tig% TH
Cxr sy e i | it e Sy kil ¥ s rrmemy gy gy =y P o ==y o
cx e -'-----"ll LT Same ma - F el - - ! el p— — - o — -
[ oo
S G 0 G, 0 0 0 8 0 8 0 O E 0 0 0 O
keco s es L 4 Clocks AL

Dk Jepp Boa s ;
ADDR ™ B

NOTE 1. BL = 8 AL =0, CWL 9 , Praamble = Ttox, toco g # 6 |:| TRAMSITIONING DATA . DOMT CARE
NOTE 2. DNn i [o¢ bl = dita-in 1o oalurmn Al of colesa b)

HOTE 3 DES commands aa shown for sase of Busirabion; other commands may B valid ai S Bmas

MOTE 4. BLA setfing actvabed by afther MAS{A1-AD = 6:0] or MRG{ATAD = 801] and 412 = 1 during WRITE command at T and T

NOTE 5. CA Parity = Disable, C5 to CA Latency = Disable, Wiite D8I = Disable

NOTE 6. This weiits iecoviry esh (laa) ared welts Sming p o) it 1ot o trarm thay st fising clek pdge Aar the last writy data shown ot T18

Figure 138. Nonconsecutive WRITE (BL8) with 2tCK Preamble in Same or Different Bank
Group

T20

(- N AN, | S S| S, SN | S | S S ) O O A .
CE I L L ¥ i i k ¢ - 3 " 3 E 3 i J k ¢ L ; 2 e e | 2 ....-'I E
a0, 0.0 0 0 0 0 0 0 0 0 A

bcogves b -t

e e, |

WL = AL+ O = 30

- W= AL+ CL= 18 v [[] vransmonmc pata [ vowt cane

NOTE 1. BL=8 AL =0, CWL =9+ 1= 10" Praamble = 2o teen g = 6

MNOTE 2. Oin n (¢ b) = data-in to column nf or oslumn b)

NOTE 3. DES commands are shown for sase of Sustration; ottwr commands may be valid al these imes

NOTE 4. BLE seting acthvated by sitser MRO[ATAD = 0:0) or BRO[ATAD = 0:1] and A12 = 1 during WRITE command at TD snd TG

MOTE 5 CA Parity = Disabls, C5 1o CA Lalency = Diable, Weine DEI = Disabla

MNOTE 6. toog sa=5 lsn” 1 allowred In 2oy preamble made

MOTE 7. The waiite recovesy Sma (fam) and wiite iming pasamaler () ane relerenced From the Brsl deing clock edge aller the last wilte dala ibhown al T

MOTE 8. Whan operating in 2z Write Preamble Mods, CWL misl be pregeammad 1o 8 valus at least 1 clock grested than tha leveest CWL satting supperied in th applcable b rangs
That means CWL = 9 ks nol allowed when operating in 200K Wite Presmble Mode
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 139. WRITE (BC4) OTF to WRITE (BC4) OTF with 1tCK Preamble in Different Bank
Group

. ) S n_ o r B n_Mm m ™ ™ ™ ™= J& nr .. ™ _ .1
[0 — "...._."" - - L— et ! | Bearret et | et Nl | rrane® N hmea L LI -
L wm
S 0,.,80.0 0 0 0 0 0 0 0 0 0 0 O 0
Lo g-a 4 Clocks [

- ]
oo LD

Cles . D0

D TRANSITIOHING DATA . DONT CARE

HOTE 1. BC =4 AL = 0. CWIL =9, Preamble = 11

NOTE 2. Dim m for b) = dats-in b2 column n {or cokumn &)

NOTE 3. DES commands are shown for sase of Bustration, othes commands may be valid at thess times

HOTE 4, BCA salting ctivated by MROJATAD = 01] and ATZ = D dufing WRITE command at T and T4

NOTE & CA Parity = Disable, C5 1o CA Lalency = Disabée, Write DBI = Disable

NOTE & The wrile recoveny Bmes ) and wite iming paramaeter {lam) ane releenced bom the first dsing clock edge afler the last write data shown at T1T.

Figure 140. WRITE (BC4) OTF to WRITE (BC4) OTF with 2tCK Preamble in Different Bank
Group

T8

lC\:l:‘ =i

e ] # 4 LMT

WL = AL =T = 10

— LA B TR . [] mansmonme oara [ vowr cane

HOTE 1. BC=4, AL =0, CWL =9+ 1= 107, Proamble = M

MOTE 2. Din n o b = data-in %o column n {or column b)

NOTE 3 DES commands aeg shawn §2¢ aase of Busiration, other commands may b valid 81 Saca times

HOTE 4. B4 satting activated by MRO[A1TAD = 0:1) and A12 = 0 during WRITE command at T0 and T4

NOTE § CA Parity = Disabls, C3 10 CA Latency = Disstde, VWit DEI = Disable

NOTE & Tha wiili rsZovey Sma (L) and wiila ising p b {lrn ) are ol id Trom tha first rising chock edge after e ksl wiila dala shawn &1 T18

HOTE 7. When operating in 21z Wiite Preamble Mode, CWL must be programmed 1o a value at least 1 dock groater than te lowest CWL setting supporied in the applicable L range
That means CWL = 9 i nel sloaed whan cpaciing in 21z Writs Preambla Mode
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Figure 141. WRITE (BC4) Fixed to WRITE (BC4) Fixed with 1tCK Preamble in Different Bank

Group
O e | i N e T T T2 _ Lo Lne Lo L S
% 5 Y g 1T e T e T e T bt . T e A e Tt i s Tt 1 e B . Y
CK - :...;'.‘ - -y - - ! - -y — e LI L {— — |
el 8. 0.0 8 8 0 0 0 0 0 0 0 8 8 0

tCCD_!L. A 2 Clocks A [
ik Gitrep
oo
[T
ook KEw) u B0 s

005, DOSe

[[] rransmonmc oata [ vow care
NOTE 1, BC =4, AL =0, CWL = 9 Procenbly = i
NOTE 2. Ddn n {or b) = data-in o cobsmn m (or cobemn b)
NOTE 3. DES comwminds aig shown fof eide of Buitialica, othid coammindis may bi valld 4 Bhda limes
MOTE 4, BCA sefing acihvaled by MROIAT-A0 = 18]
MOTE & CA Parity = Disable, C5 so CA Latency = Disable, Wirite DB = Disable
HOTE 6. Tha witite reccvary tise (IWR) and weite Sming p (TR s rad d feam the fiest raing clock adge afler B last writh data shawn 0 T15

Figure 142. WRITE (BL8) to READ (BL8) with 1tCK Preamble in Different Bank Group

To T T7 TH L] Tio Ti1 Tiz T13 Ti5 T4 Ti5 T Tat T2 ]
] -y ot Vo

o~ e e PR e v s g v | EEY ey e e T r

s 0.0 0 6 0 0 0 0. 8.0 0 0 0 O O

4 Clocks A Tomm, Bad

Bank Geoup
ADOR = 'lﬂ"l

WL s AL OV =B Mol «CLe=ii

D TRAMSITIONING DATA . DON'T CARE

NOTE 1. BC =4 AL = 0, CWL =9, CL = 11, Proamble = Tt

HOTE 2. DiN n = dals<n b colemn n{od codumin b). DOUT b = dals-gut frem colismn b

NOTE 3 DES commands s shown lor ease of Bustrasion; other commuands may be valid o1 ese limes

HOTE 4. BLE sefing acthvated by alther BIRILAT AD = 0:0] or MRO[AT AD = 001] and A12 = 1 duriey WRITE command af TO and READ coamand at T15

MOTE 5§ CA Parity = Disable, C5 10 CA Latenscy = Disable. Wiite DEI = Disable

NOTE & Tha vt Sming pademoti (tym_g) &fa rafarsad from tha st fsing dack #8ps after the last wills data shvs 8t T13 Whan AL & noh-26i0, thi sdemal ead comemand at T15 can b palled in by AL
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Figure 143. WRITE (BL8) to READ (BL8) with 1tCK Preamble in Same Bank Group

TI!I TI- T2 i T8

=
=]
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4/Clocks

won RS

D05, DOSe

WL =AL = LWL =8 PL=flafl=1

NOTE 1. BL # B, AL # 0, CWL = 9, CL # 11, Praamble * Tiay [ ] rmansmonmG onta [ vow cane

NOTE 2. DM & = dists-in 16 eslumn i (3 caluin by DOUT b = dala-out Fomn dslumn b
MNAOTE 3. DES comenands are shown for ease of Bustration; ofher commands may ba valld ot these Bmas
NOTE 4. BLE seming activated by eithar MRD[ATAD = 00] o MRO[A1:AD = 0:1] and A12 = 1 during WRITE command at T0 and READ command o T17
NOTE 5 CA Parity = Disatsh, tSWD’-LWM Chisatda, Writa DBI = Disably
MNOTE . The write fiming p {tevrm_L) are naf ad froem e first rising clock edge afier the last wite data shown at T13
Whan AL B non-Zen. the sxtemal riad command al TA7 can ba pullid in by AL

Figure 144. WRITE (BC4)OTF to READ (BC4)OTF with 1tCK Preamble in Different Bank
Group

T T
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RLTCETHN)

Bk Cioup
S ) ]

DOE, DOSE

HOTE1. BC=4 AL =0, CWL =3 CL = 11, Preambls = i
NOTE 2 Dinm = data-in 10 ctumn n (or coleme b, Dout b = data-out freen column b [] rransmonme oara [ oow care
HOTE X DES commands are shown for case of Bestration; other commands may be valid at these imes
ROTE 4 BCA satting aclvaled by MRDJATAD = 0:1] and A12 = 0 during WRITE command # T0 and READ command al T15
HOTE 5 G Parity = Disable, G5 1o CA Latency = Disable, Write D81 = Disable
HOTE & The write Bming paramater {lym_s) ane relenenced from e Sirst dising dock sdge after the List write dats shown at T13
Wi AL IS mon-Dei, the exieimal nesd command ot T15 can be gulled in by AL
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Figure 145. WRITE (BC4)OTF to READ (BC4)OTF with 1tCK Preamble in Same Bank Group
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ROTE 1. BC =4, AL =0, CWL =5, CL = 11, Fraamble = Tl

MATE & Dn n = data<n bo column n for column b). Doul b = data-out from cobema b D TRANSITHINING DATA .DUII‘TCME
MOTE ¥ DES commands are shown for ease of Bustration; other commands mary be valid at these tmes.
ROTE 4. BCA salting scivated by MROATAD = 1] and A12 = 0 during WRITE command at T ssd READ command a8 T1T
MOTE & CA Party = Disabls, C5 to CA Latency = Disabla, Writs D8I = Disabis
MOTE & The write tming paramater (fyre ) are referemsced from the first fsing dock edge after the Lest write dats shown at T13
Whar AL 18 roa-pedo, the axtemal mad command ol T17 can ba pulled in by AL

Figure 146. WRITE (BC4)Fixed to READ (BC4)Fixed with 1tCK Preamble in Different Bank

Group
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MOTE 1.BC =4 AL = 0, CWL = 8, CL » 11, Preasble = Tio

MOTE 2 Din n = data-de 1 colm n {or cobimn ). Doct b = data-out fram cohsemn b [ mransmonma oaa [ ow care

HOTE 3 DES commands are shown for sase of Busiration; other commands may b vald at these tenes

MOTE 4. BC4 satting sctivated by MROATAD = 1.0)

MOTE 5 CA Parity = Disalba, C5 1o CA Latency = Dinable, Wiite DEI = Dinable

HOTE & The write tming parameter (Yyrs, g) are meferenced from the first rising clock edge after the last wiite data shown a1 T11
Whan AL is non-perd, The gabernal resd command o8 T13 can B polled in by AL
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 147. WRITE (BC4)Fixed to READ (BC4)Fixed with 1tCK Preamble in Same Bank

Group
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WOTE 1. BC = 4 AL = 0. CWL =9, CL = 11, Preamble = Tt [ rramsmonne oata [JJJ] vowr cane
MNOTE 2. [n n = daba-in o cobame o (or colusn b). Dout b = dpts-out rom colese B
MOTE ¥ OES commands are shown bor ease of Besiration; other commands mary be valid at these tmes.
HOTE 4. BC4 setting activated by MRO[ATAD = 1:0]
MNOTE 5 CA Parity = Disable, C3 10 CA Latency = Disable. 'Write DEI = Disable
MOTE & The write timing parameter (Byrs ) s referenosd from the first rising clock edge after the last write data showm at T11
Whaen AL i non-zen, e extemnal resd command at T15 can be pulled in by AL

Figure 148. WRITE (BL8) to WRITE (BC4) OTF with 1tCK Preamble in Different Bank Group
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[] rransmonmne vara [ vowr cane

MOTE 1 BL=28/BC =4 AL =0, WL = 9, Preamble = iz

MOTE X Dini n (oo b) = data-in 8o codumn n {or column bl

MOTE 3. DES commandi dee dhaws Iad dade of lhalralion. ather commands Sy ba vald ol this Smas

ROTE 4 BLY sofiing acthvabed by MROA1A4S = 0:1] and 412 =1 during WRITE command st T0, BCA sefing acivaied by MEO{AT-AD = 8-1] and A12 = during WRITE command at T4
HOTE & CA Parity  Disable, C3 10 CA Latency = Disable, Wiite D8I » Disable.

HOTE & The wilite recevany ma (BWR) and wiile tisming parssseter [WTR) are eofansnced fram the first rising clock edgk afer the List wiity Duts shown at T1T
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 149. WRITE (BC4)OTF to WRITE (BL8) with 1tCK Preamble in Different Bank Group

ckE W .T‘l ----- '|; 4 T T ““EE ““I! _."IIIJ _."111 r__T112 -T:IJ ...T.‘l' “"_T15 _--T‘Iil “"Il? -_“II.13 I-h“:l:lg
=3 s - T sl L e anad -y and aned - (- msa O W U,
lem
e .80 0 0 0 0 G 0 cm w (o )
- 13

Loco s =4 "
gk Gitcnzp
o

ALOR (o .

(6]
[ mransmonms nata [ vowr care

NOTE 1, BL =8/ BC =4, AL =0 CWL = 9, Preambis = Tio:

NOTE 2. Din i {or b) = data-n o cobume m (or column b)

NOTE 3. DES commands aee shown for e of BuiteaBon; othar commands may be vabid ot thase fimes

NOTE 4, BCA safting sctivased by MROJATAD = 0.1] and A12 =0 during WRITE command at T8, BLE sefing scsivated by MA[ATAD = 0:1] snd A12 =1 during WRITE command 8 T4

NOTE 5. CA Pasity = Disabla, G5 to CA Latency = Disable, Wiite D8I = Disabla

MNOTE 6. The witite recovery time (I¥WR) and write timing parametes (BWTR) ane refevenced from B st rising dock edge after the last write data shown ot T17

Figure 150. WRITE (BL8/BC4) OTF to PRECHARGE Operation with 1tCK Preamble
T ™ T T3 T T T8 T10 ™ T2 T13 T4 T3 T4 Ti5 T
G g [y e Ny S — y prvar| o e P d R — J— -y prrem |y .,
CK - [ T N WY, | W iy e e - - [ W P T U ) W W g - el L— |-
S 0 0 0.8 0 0 0 0 0 0606 6.0 686 0 0
WL AL A CAL = F 4 Chocio A l*l:_”‘ n las

HooR = W % o,

IBC4DTT) Dpeation
0G5, Dase
oa
(SRR
D0S, DOgSe
oa
MOTE 1. BL=8/BC =4 AL =0, OWL =9, Preamble & Vs, e 5 12 DTFAHSIT'JHHG DATA . BOMT CARE

NOTE 2. Din n = data-in by coloma n
MAOTE 3. DES commands are shown for case of Bestraion; other commands may be valld at theso tes
NOTE 4. BCA setiing activated by MRO[AT.AD = 0:1] and A12 =0 during WRITE command at T3, BLE setting sctivated by MROJAT.AD = 0:0] or MRE[ATD = 01) and A12 =1 during WRITE command o T0.
NOTE 5 CA Parity = Disabla, C5 1o CA Latancy = Diable, Wiite D8I = Desable
MNOTE & The write recovery Sime (8] is referenced from the first rising clock edge after the last wiile data shown at T13
o speecifies the last burst wiite cycle unitil the precharge command can ba lssued 10 the same bank
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Flgure 151. WRITE (BC4) Fixed to PRECHARGE Operation with 1tCK Preamble
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HOTE 1. BC = &, AL = 0, CWL = 9, Preambla = Tl Sem = 12 D]’mum DATA . DONT CARE
NOTE 2. Din & = dita-in 10 column n
NOTE 3. DES commands ame showm for ease of @lustration; other commands may be valid at theso times
MOTE & BC4 satting actvated by MAD[ATAD = 1:0)
MNOTE 5. CA Pasity = Dianbdp, C5 b3 CA Latency = Dinabibe, Weins DB = Disable
HOTE & Tha write recovery tiee (s} s rederenced fom the firsd rising dock edge after S last wrils data shown o T11
o spacifies e last burst wiite cyde until the procharge command can be issued 1o the same bank

Figure 152. WRITE (BL8/BC4) OTF with Auto PRECHARGE Operation and 1tCK Preamble
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BLETF} Opatrain
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EF]
BLE Operatan
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E¥]
HOTE 1. BL=8/BC =4, AL = 0, CWL = 3, Preamble = Tt WH = 12 D TRANSITIORING DATA . ONT CARE

HOTE 2. Dén n = data-in to column n
HOTE 3, DES commands ane shown for gase of Bustaion; ofe comemands may be valid a1 S times

HOTE 4. BC4 setting activated by MASATAD = 001] and A1 2 =0 during WRITE command at TO
BLE satting sctivated by aither MEGIATD = 03] ¢ MRD[A1D = 01) and A12 =1 during WRITE command at TR
HNOTE 5. CA Pasity = Disabls, C5 b2 CA Latency = Disable, Wiite DBl = Disabla
HOTE &. The write recovery tme (WR) is relerenced from the first rising dieck edge after the last write data shown at T13
W dpapciBin the Last burst writy cpcle wndl the prechangs command can B Beiusd b5 the same bank
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 153. WRITE (BC4) Fixed with Auto PRECHARGE Operation and 1tCK Preamble
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MOTE 1. BC = 4, AL = &, CWL = 9, Proamble = 11, WR = 12 DTM:IIH:H.IENT& .l.‘.d;lll'l’l;ﬂ.FIE
MOTE 2. Din /i = ks b colasea &
HOTE 3 DES commands ars shown for aase of lusiration; other commands may bo valld o These Bmes
HOTE 4. BCA sotting activated by MRO[A1:AD = 1:0]
ROTE 5 CA Parity = Disable, CS 10 CA Litency = Disable, Wiite DB = Disabie
HOTE & The wrile recovery Smae [l i referenced from She first rsing dlock edge after the last write data showm at T11
VR pacifin the last Barnt wiite cychi untll tha prechangs command can b goesd to e sama bank
Figure 154. WRITE (BL8/BC4) OTF with 1tCK Preamble and DBI
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MOTE 1 BL=8/BC =4, AL =0, CWL = 8, Preambla = lox [] mansmonms oara [ oowr care
HOTE 2 Din n # data-in bo columnn
HOTE 3. DES commands e shown for sase of BlusiraBon; othar commands may be valid 81 Baca limes.
ROTE 4. B4 satting scthvated by MAATAD = 0:1] and 413 =0 doring WRITE command at T
BLE sotting scthvated by cither MRO[ATAD = 0:0) or MRDA 1A = 0:1] and A12 =1 during WRITE command a1 T0
ROTE 5. CA Parity = Disable, C5 1o CA Labency = Disable, Write DE = Enatde, CRC = Disalia
ROTE & Tha wrile recovery lmes (g pe) and wiite Sming paramster {lyme ped #re rederenced fiom the fist rising clock edge after the last write data shown at T13
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 155. WRITE (BC4) Fixed with 1tCK Preamble and DBI

T4 TG

] rreamsmiosine oava ] vonT care
MOTE 1. BC = 4 AL =@, CWL = 9, Preamble = Tk
NOTE 2. Din n = daka-in b column n
NOTE 3. DES commands asn shewen for ase of Bustrabizn othes commands muy be vald at thase e
NOTE 4, BC4 safting sctivased by MANATAD = 1.0]
NOTE &, Ca Parity = Disable, G5 to CA Latency = Disable, Wiite DB| = Enable, CRC = Disable
MOTE §. The write recovery Sime (1WWR_DEI) and vwrite Siming parameter (TR _DEI) are referenced from the first rising dock edge after the last write data shown ai T11

Figure 156. Consecutive WRITE (BL8) with 1tCK Preamble and CA Parity in Different Bank
Group

TG

|:| TRAMSITIONING DATA . DONT CARE

MOTE 1. BL=5 AL =0, CWL =9, PL = 4, Praamble = Tl

HOTE ¥ Din nfor b) = datasin to codumn nfer column b)

MOTE 3 DES commands ae shown For aase of Bustralion. otfes commuands may bae valid 81 these imes

HOTE 4 BLE saling sciivated by aithed MRO[ATAD = 0:0) or MED[AT A0 = 0:1] and A1 =1 during WRITE command &1 T and T4
HOTE & G Parity = Enable, G5 to G Latency = Disable, Wrile DB| = Disable

MOTE & The write recovery e (L) and wiite iming pasamater (L) ane referenced from the frsl rdaing ciock edoe afer the last weite date shown at T21

NDQ46PFIv1.2-4Gb(x16)20260105 127 I N S |@ N | S



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 157. Consecutive WRITE (BL8/BC4) OTF with 1tCK Preamble and Write CRC in Same
or Different Bank Group
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NOTE 2. Din n (e b) = data-in fo column m {or colems b)

MOTE 3. DES commands are shown for ease of Bustration; other commands mary be valid at thess imes

MOTE 4, BLE setling sctivated by either MANAT D = 0] or MAATD = 01] and A12 = 1 during WRITE command at TD snd T5,
NAOTE 5 BC4 seiting sctivated by MAO(ATAD = 1] and &12 = 0 during WRITE command at TO and T5.

NOTE 6. CA Parity = DHeablie, C5 bo CMA Latency = Dieablie, Write DBI = Disable. Write CRC = Enable

MOTE 7. This weiitis discarviny Wi (loun) aficd wibh Sming paramaiter lyra) déi nibscinosd Bom the el daing check 356 il the it wilte dita iBowh &1 T12

Figure 158. Consecutive WRITE (BC4) Fixed with 1tCK Preamble and Write CRC in Same or
Different Bank Group
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MOTE 3. DES commands are shown for sase of Busiration; ot commands mary ba valld al these tmes
NOTE 4. BCA setting sctivased by MROATAD = 1:0] 2 TO and TS

MOTE & CA Parity = Disabla, CS 1o CA Latensy = Disabla, Wit DEI = Digabla, Write CRC = Enable
MNOTE 6. Tha writss racovery Sma (V) and write Sming paramater {lym) are referemcad from the st dsing clock sdge after the List write dats shown at T16
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 159. Nonconsecutive WRITE (BL8/BC4) OTF with 1tCK Preamble and Write CRC in
Same or Different Bank Group
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NOTE T. Tha weite recovany time (lwa) and write Sming paramater (k) are releranced from thi first fsing chock sdge after tha last wite data shism at T19

Figure 160. Nonconsecutive WRITE (BL8/BC4) OTF with 2tCK Preamble and Write CRC in
Same or Different Bank Group
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4Gb (x16) DDR4 Synchronous DRAM

256Mx16 - NDQ46P

Figure 161. (BL8/BC4) OTF/Fixed with 1tCK Preamble and Write CRC and DM in Same or

Different Bank Group
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Read and Write Command Interval

Table 42. Minimum Read and Write Command Timings

Bank Group Access type Timing Parameter Note
s Minimum Read to Write CL-CWL +RBL/2+ 1 tex + twere 1,2
ame
Minimum Read after Write CWL + WBL /2 + twrr L 1,3
Minimum Read to Write CL-CWL +RBL/2+ 1 tex + twere 1,2
Different
Minimum Read after Write CWL + WBL /2 + twrr s 1,3

Note 1. These timings require extended calibrations times tzqinit and tzqcs.
Note 2. RBL: Read burst length associated with Read command

RBL = 8 for fixed 8 and on-the-fly mode 8

RBL = 4 for fixed BC4 and on-the-fy mode BC4
Note 3. WBL: Write burst length associated with Write command

WBL = 8 for fixed 8 and on-the-fly mode 8 or BC4

WBL = 4 for fixed BC4 only

Write Timing Violati

The following write timing diagram is to help understanding of each write parameter's meaning and just examples. The
details of the definition of each parameter will be defined separately.

Motivation

Generally, if Write timing parameters are violated, a complete reset/initialization procedure has to be initiated to make
sure that the DRAM works properly. However, it is desirable, for certain violations as specified below, the DRAM is
guaranteed to not “hang up” and that errors are limited to that particular operation.

For the following, it will be assumed that there are no timing violations with regards to the Write command itself
(including ODT, etc.) and that it does satisfy all timing requirements not mentioned below.

Data Setup and Hold Offset Violations

Should the data to strobe timing requirements (tbas_off, tbaH_off, tbas_dd_off, tbaH_dd_off) be violated, for any of the strobe
edges associated with a write burst, then wrong data might be written to the memory locations addressed with this
write command.

In the example (Write Burst Operation WL = 9 (AL = 0, CWL = 9, BL8), the relevant strobe edges for write burst A are
associated with the clock edges: T9, T9.5, T10, T10.5, T11, T11.5, T12, T12.5.

Subsequent reads from that location might results in unpredictable read data, however the DRAM will work properly
otherwise.

Strobe and Strobe to Clock Timing Violations

Should the strobe timing requirements (toasH, toast, twere, twest) or the strobe to clock timing requirements (toss, tosH,
toass) be violated for any of the strobe edges associated with a Write burst, then wrong data might be written to the
memory location addressed with the offending Write command. Subsequent reads from that location might result in
unpredictable read data, however the DRAM will work properly otherwise with the following constraints:

1) Both Write CRC and data burst OTF are disabled; timing specifications other than toasH, toast, twere, twesT, toss, tosH,
toass are not violated.

2) The offending write strobe (and preamble) arrive no earlier or later than six DQS transition edges from the Write-
Latency position.

3) A Read command following an offending Write command from any open bank is allowed.

4) One or more subsequent WR or a subsequent WRA {to same bank as offending WR} may be issued tcco L later
but incorrect data could be written; subsequent WRand WRA can be either offending or non-offending writes.
Reads from these Writes may provide incorrect data.

5) One or more subsequent WR or a subsequent WRA {to a different bank group} may be issued tccp_slater but
incorrect data could be written; subsequent WR and WRA can be either offending or non-offending writes. Reads
from these Writes may provide incorrect data.

6) Once one or more precharge commands(PRE or PREA) are issued to DDR4 after offending write command and all
banks become precharged state(idle state), a subsequent, non-offending WR or WRA to any open bank shall be
able to write correct data.
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Connectivity Test Mode

Introduction

The DDR4 memory device supports a connectivity test (CT) mode, which is designed to greatly speed up testing of
electrical continuity of pin interconnection on the PC boards between the DDR4 memory devices and the memory

controller on the SoC. Designed to work seamlessly with any boundary scan devices, the CT mode is required for all
x16 width devices independant of density.

Contrary to other conventional shift register based test mode, where test patterns are shifted in and out of the memory
devices serially in each clock, DDR4’s CT mode allows test patterns to be entered in parallel into the test input pins
and the test results extracted in parallel from the test output pins of the DDR4 memory device at the same time,
significantly enhancing the speed of the connectivity check. RESET# is registered to High and Vrerca must be stable
prior to entering CT mode. Once put in the CT mode, the DDR4 memory device effectively appears as an
asynchronous device to the external controlling agent; after the input test pattern is applied, the connectivity check test
results are available for extraction in parallel at the test output pins after a fixed propagation delay. During CT mode,
any ODT is turned off.

A reset of the DDR4 memory device is required after exiting the CT mode.

Pin Mappi

Only digital pins can be tested via the CT mode. For the purpose of connectivity check, all pins that are used for the
digital logic in the DDR4 memory device are classified as one of the following types:

1) Test Enable (TEN) pin: when asserted high, this pin causes the DDR4 memory device to enter the CT mode. In
this mode, the normal memory function inside the DDR4 memory device is bypassed and the IO pins appear as a
set of test input and output pins to the external controlling agent; additionally, the DRAM will set the internal
Vrerpa to Vopa x 0.5 during CT mode (this is the only time the DRAM takes direct control over setting the internal
Vrerpa). The TEN pin is dedicated to the connectivity check function and will not be used during normal memory
operation.

2) Chip Select (CS#) pin: when asserted low, this pin enables the test output pins in the DDR4 memory device.
When de-asserted, the output pins in the DDR4 memory device will be tri-stated. The CS# pin in the DDR4
memory device serves as the CS# pin when in CT mode.

3) TestInput: a group of pins that are used during normal DDR4 DRAM operation are designated test input pins.
These pins are used to enter the test pattern in CT mode.

4) Test Output: a group of pins that are used during normal DDR4 DRAM operation are designated test output pins.
These pins are used for extraction of the connectivity test results in CT mode.

5) RESET#: Fixed high level is required during CT mode same as normal function.

Table 43. Pin Classification of DDR4 Memory Device in Connectivity Test (CT) Mode

CT Mode Pins Pin Names during Normal Memory Operation
Test Enable TEN
Chip Select CS#
TestInput | A |BAO-1, BGO, A0-A9, A10/AP, A12/BC#, A13, WE#/A14, CAS#/A15, RAS#/A16, CKE, ACT#, ODT, CK, CK#, PAR
B LDM#/LDBI#, UDM#/UDBI#
C ALERT#
D RESET#
Test Output DQO - DQ15, LDQS, LDQS#, UDQS, UDQS#

Table 44. TEN Pin Weak Pull Down Strength Range

Symbol Description Min. Max. Unit
TEN TEN pin should be internally pulled low to prevent DDR4 SDRAM from 0.05 10 A
conducting Connectivity Test mode in case that TEN is not used. ’ H

Note 1. The host controller should use good enough strength when activating connectivity test mode to avoid current fighting at TEN signal and
inability of connectivity test mode.

NDQ46PFIv1.2-4Gb(x16)20260105 132



4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Logic Equations --- Min Term Equations

The test input and output pins are related by the following equations, where INV denotes a logical inversion operation
and XOR a logical exclusive OR operation:

MTO = XOR (A1, A6, PAR)

MT1 = XOR (A8, ALERT#, A9)

MT2 = XOR (A2, A5, A13)

MT3 = XOR (A0 A7, A11)

MT4 = XOR (CK#, ODT, CAS#/A15)

MT5 = XOR (CKE, RAS#/A16, A10/AP)

MT6 = XOR (ACT#, A4, BA1)

MT7 = XOR (x16: UDM#/UDBI#, LDM#/LDBI#, CK)
MT8 = XOR (WE#/A14, A12/BC#, BAO)

MT9 = XOR (BGO, A3, RESET# and TEN)

0 ions for x16 devi

DQO = MTO
DQ1=MT1

DQ2 = MT2

DQ3 = MT3

DQ4 = MT4

DQ5 = MT5

DQ6 = MT6

DQ7 = MT7

DQ8 = INV DQO
DQ9 = INV DQ1
DQ10 = INV DQ2
DQ11 = INV DQ3
DQ12 = INV DQ4
DQ13 = INV DQ5
DQ14 = INV DQ6
DQ15 = INV DQ7
LDQS = MT8
LDQS# = MT9
UDQSU = INV LDQS
UDQSU# = INV LDQS#
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Input level and Timing Requi

During CT Mode, input levels are defined below.

TEN pin: CMOS rail-to-rail with DC high and low at 80% and 20% of Voo
CS#: Pseudo differential signal referring to Vrerca

Test Input pin A: Pseudo differential signal referring to Vrerca

Test Input pin B: Pseudo differential signal referring to internal Vrer 0.5 x Vbp
RESET#: CMOS DC high above 70 % Vbp

ALERT#: Terminated to Vop. Swing level is TBD

Prior to the assertion of the TEN pin, all voltage supplies must be valid and stable.
Upon the assertion of the TEN pin, the CK and CK# signals will be ignored and the DDR4 memory device enter into

the CT mode after tct_enabie. In the CT mode, no refresh activities in the memory arrays, initiated either externally (i.e.,
auto-refresh) or internally (i.e., self-refresh), will be maintained.

The TEN pin may be asserted after the DRAM has completed power-on; once the DRAM is initialized and Vrerpa is
calibrated, CT Mode may no longer be used.

The TEN pin may be de-asserted at any time in the CT mode. Upon exiting the CT mode, the states of the DDR4
memory device are unknown and the integrity of the original content of the memory array is not guaranteed and
therefore the reset initialization sequence is required.’

All output signals at the test output pins will be stable within tct_vaia after the test inputs have been applied to the test
input pins with TEN input and CS# input maintained High and Low respectively.

Figure 162. Timing Diagram for Connectivity Test(CT) Mode

K L
ter s
o — T
Leten® _vasesdions
RESET# 1
¢
TEN A tet pae
CEu "-,k
Lot theetns
[ .

fer s
CT Cuputs VALID it - VALIC Inget

Table 45. AC parameters for Connectivity Test (CT) Mode

Symbol Min. Max. Unit
ter s 0 - ns
teT_Enale 200 - ns
ter vaig - 200 ns
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C tivity Test (CT ) Mode | { |
Following input parameters will be applied for DDR4 SDRAM Input Signal during Connectivity Test Mode.

Table 46. CMOS rail to rail Input Levels for TEN

Parameter Symbol Min. Max. Unit | Note
TEN AC Input High Voltage Vinac)_TEN 0.8 x Vpp Voo \% 1
TEN DC Input High Voltage Vinpe)_TEN 0.7 x Vop Voo \%
TEN DC Input Low Voltage Viipe)_TEN Vss 0.3 x Vop \Y;
TEN AC Input Low Voltage Vit TEN Vss 0.2 x Vop \% 2
TEN Input signal Falling time Tr_input_TEN - 10 ns
TEN Input signal Rising time Tr_input_TEN - 10 ns

Note 1. Overshoot might occur. It should be limited by the Absolute Maximum DC Ratings. Note 2. Undershoot might occur. It should be limited by
Absolute Maximum DC Ratings.

Figure 163. TEN Input Slew Rate Definition

0.3xVpp ==-=--1
0.2XVpp ===-1

TF_input_TEN TR _input_TEN

Table 47. Single-Ended AC and DC Input levels for CS#, BA0-1, BG0, A0-A9, A10/AP, A12/BC#, A13,
WE#/A14, CAS#/A15, RAS#/A16, CKE, ACT#, ODT, CK, CK# and PAR

Parameter Symbol Min. Max. Unit | Note
CTipA AC Input High Voltage Vinac)_CTipA Vrerca+ 0.2 - Y, 1
CTipA DC Input High Voltage Vinpe)_CTipA Vrerca+ 0.15 Voo \%
CTipA DC Input Low Voltage Viyoe)_CTipA Vss Vrerca- 0.15 Y
CTipA AC Input Low Voltage Viyac)_CTipA - Vrerca- 0.2 \Y 1
CTipA Input signal Falling time Te_inpu_CTipA - 5 ns
CTipA Input signal Rising time Tr_nput_CTipA - 5 ns

Note 1. See “Overshoot and Undershoot Specifications”.

Figure 164. CS# and Input A Slew Rate Definition

VIH(AC)_CTiph min ===~ Mge========mmmemmmmm i aaaaaaaaaaan e
IHDC)_CTipA min =====sgescssssscsssssssssnsnnsssssssssssssssssssssnnnnnnnnnasseagflobeccccacaanns

VREFCA—- . b e w— o m— — — — 0 — — b — —

Vi DCLCTIpA il == =sssssssajeaigpjesssssssssssssssssssssnssssssasssssssasaoajossssuansssansanns
VIL(AC)_CTipa max =====ssmsmeden e e et e eeiaiaaae

TF_input_CTipA TR_input_CTipA
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Table 48. Single-Ended AC and DC Input levels for LDM#/LDBI#, UDM#/UDBIU#

Parameter Symbol Min. Max. Unit | Note
CTipB AC Input High Voltage Vinac)_CTipB Vrerpa + 0.3 - \% 2
CTipB DC Input High Voltage Vinpe)_CTipB Vrerpa *+ 0.2 Vbpa \%
CTipB DC Input Low Voltage Viype)_CTipB Vssa VRrerpa - 0.2 \Y
CTipB AC Input Low Voltage Viac)_CTipB - Vrerea- 0.3 \Y 2
CTipB Input signal Falling time Te_inpu_CTipB - 5 ns
CTipB Input signal Rising time TR inpu_CTipB - 5 ns

Note 1. VREFDQ is VDDQX 0.5
Note 2. See “Overshoot and Undershoot Specifications”.

Figure 165. Input B Slew Rate Definition

ViAC) CTipt min ===~ Ige == ====smssmssmsssmssmmsmsssmmssmnsmmssmssmmsmmmssmnsmnnnmnsgfimmnsmnnsnns
V"—KWJ_cruB min ==rezsihsrrsrssrserrsrssrsssssEsT SRS T EETSsesssssessssrrsrerrsrre i s e e

VREFm-+_o ————————————————— . - — VDDQXOS

VILIDC)_CTip8 ma == == =mmmm oo g o e e e e e e e
(VSIS PRSI R | WIS AU S —

TF_input_CTipB TR_input_CTipB

Input Levels for RESET#
RESET# input condition is the same as normal operation.

Input Levels for ALERT#
TBD
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CRC Pol ial and logi .

The CRC polynomial used by DDR4 is the ATM-8 HEC, XA8+X"2+X"+1.
A combinatorial logic block implementation of this 8-bit CRC for 72-bits of data contains 272 two-input XOR gates

contained in eight 6 XOR gate deep trees.

The CRC polynomial and combinatorial logic used by DDR4 is the same as used on GDDR5.

The error coverage from the DDR4 polynomial used is shown in the following table.

Table 49. CRC Error Detection Coverage

Error Type Detection Capability
Random Single Bit Error 100%
Random Double Bit Error 100%
Random Odd Count Error 100%

Random one Multi-bit Ul vertical column error detection excluding DBI bits

100%

CRC Combi ial Logic Equati

module CRC8_D72;

/I polynomial: (0 1 2 8)

/I data width: 72

/I convention: the first serial data bit is D[71]

/finitial condition all 0 implied

/I """ = XOR function [7:0] nextCRC8_D72; input [71:0] Data;
input [71:0] D;

reg [7:0] CRC;

begin

D = Data;

NewCRCI[0] =

D[69] * D[68] * D[67] * D[66] A D[64] * D[63] * D[60] A
D[56] » D[54] * D[53] * D[52] * D[50] * D[49] * D[48] A
D[45] * D[43] * D[40] * D[39] A D[35] * D[34] A D[31]*
D[30] » D[28] » D[23] » D[21] » D[19] * D[18] A D[16] A
D[14] » D[12] » D[8] A D[7] * D[6] * D[0] ;

NewCRCJ[1] =

D[70] ~ D[66] ~ D[65] ~ D[63] * D[61] * D[60] ~ D[57]*
D[56] » D[55] » D[52] * D[51] ~ D[48] ~ D[46] ~ D[45] *
D[44] ~ D[43] » D[41] ~ D[39] ~ D[36] ~ D[34] ~ D[32] "
D[30] ~ D[29] » D[28] » D[24] ~ D[23] ~ D[22] ~ D[21]"
D[20] ~ D[18] ~ D[17] ~ D[16] ~ D[15] ~ D[14] ~ D[13] *
D[12] * D[9] * D[6] " D[1] * D[O];

NewCRCI[2] =

D[71] » D[69] * D[68] * D[63] * D[62] * D[61] * D[60] *
D[58] » D[57] » D[54]  D[50] * D[48] * D[47]  D[46] *
D[44] » D[43] » D[42] » D[39] » D[37] * D[34] * D[33] A
D[29] » D[28] » D[25] » D[24] » D[22] » D[17] * D[15] *
D[13] A D[12] A D[10] A D[8]  D[6] » D[2] * D[1] * D[0];

NewCRCI[3] =

D[70] » D[69] » D[64] » D[63] * D[62] * D[61] * D[59] *
D[58]  D[55] * D[51] » D[49] * D[48] * D[47] * D[45] *
D[44] * D[43] » D[40] ~ D[38] * D[35] * D[34] * D[30] *
D[29] A D[26] » D[25] » D[23] » D[18] » D[16] » D[14] »
D[13] ~ D[11] A D[9] » D[7] ~ D[3] * D[2] * D[]

NewCRC[4] =

D[71] * D[70] * D[65] * D[64] A D[63] * D[62] * D[60] A
D[59] * D[56] * D[52] * D[50] * D[49] " D[48] * D[46] A
D[45] * D[44] ~ D[41] » D[39] * D[36] * D[35] A D[31]*
D[30] » D[27] * D[26] * D[24] A D[19] A D[17] A D[15] A
D[14] » D[12] » D[10] * D[8] * D[4] ~ D[3] * D[2;
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NewCRCI5] =

D[71] ~ D[66] » D[65] ~ D[64] * D[63] * D[61] » D[60] ~
D[57] ~ D[53] ~ D[51] ~ D[50] ~ D[49] * D[47] ~ D[46]*
D[45] » D[42] » D[40] ~ D[37] ~ D[36] ~ D[32] ~ D[31]"
D[28] » D[27] » D[25] ~ D[20] ~ D[18] ~ D[16] ~ D[15] *
D[13] ~ D[11] ~ D[9] ~ D[5] ~ D[4] ~ D[3];

NewCRCI6] =

D[67] ~ D[66] » D[65] » D[64] ~ D[62] * D[61] * D[58] *
D[54] ~ D[52] ~ D[51] ~ D[50] * D[48] » D[47] ~ D[46] *
D[43] ~ D[41] ~ D[38] ~ D[37] * D[33] * D[32] ~» D[29] *
D[28] » D[26] ~ D[21] ~ D[19] ~ D[17] ~ D[16] ~ D[14]"
D[12] ~ D[10] ~ D[6] ~ D[5] * D[4];

NewCRC[7] =
D[68] » D[67] » D[66] » D[65] » D[63] * D[62] * D[59] *
D[55] » D[53] » D[52] » D[51] » D[49] * D[48] * D[47]*
D[44] » D[42] » D[39] » D[38] » D[34] * D[33] * D[30] A
D[29] » D[27] A D[22] » D[20] » D[18] A D[17] * D[15] A
D[13] A D[11] A D[7] * D[6] * D[5]:

nextCRC8_D72 = NewCRC;
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Write CRC 4 X8 | x16 devi
The Controller generates the CRC checksum and forms the write data frames as below tables.

For a x8 DRAM the controller must send 1’s in the transfer 9 if CRC is enabled and must send 1’s in transfer 8 and
transfer 9 of the DBI# lane if DBI function is enabled.

For a x16 DRAM the controller must send 1’s in the transfer 9 if CRC is enabled and must send 1’s in transfer 8 and
transfer 9 of the LDBI# and UDBI# lanes if DBI function is enabled.

The DRAM checks for an error in a received code word D[71:0] by comparing the received checksum against the
computed checksum and reports errors using the ALERT# signal if there is a mis-match.

A x8 device has a CRC tree with 72 input bits. The upper 8 bits are used if either Write DBI or DM is enabled. Note
that Write DBI and DM function cannot be enabled simultaneously. If both Write DBl and DM is disabled then the
inputs of the upper 8 bits D[71:64] are ‘1’s.

A x16 device has two identical CRC trees with 72 input bits each. The upper 8 bits are used if either Write DBl or DM
is enabled. Note that Write DBl and DM function cannot be enabled simultaneously. If both Write DBl and DM is
disabled then the inputs of the upper 8 bits [D(143:136) and D(71:64)] are ‘1’s.

A x4 device has a CRC tree with 32 input bits. The input for the upper 40 bits D[71:32] are ‘1’s.

DRAM can write data to the DRAM core without waiting for CRC check for full writes. If bad data is written to the
DRAM core then controller will retry the transaction and overwrite the bad data. Controller is responsible for data
coherency.

Table 50. CRC Data Mapping for x4 Devices, BL8

. Transfer
Function 0 1 2 3 ) 5 3 7 8 9
DQO0 Do D1 D2 D3 D4 D5 D6 D7 | CRCO | CRC4
Dai D8 Do D10 | Di1 | Di2 | Di3 | D4 | D15 | CRC1 | CRCB
DQ2 D16 | Di7 | Di8 | D19 | D20 | D21 | D22 | D23 | CRC2 | CRC6
DQ3 D24 | D25 | D26 | D27 | D28 | D29 | D30 | D31 | CRC3 | CRC7

Table 51. CRC Data Mapping for x8 Devices, BL8

F i Transfer

il 0 1 2 3 4 5 6 7 8 9
DQO DO D1 D2 D3 D4 D5 D6 D7 | CRCO 1
DQT D8 D9 D10 D11 D12 D13 D14 D15 | CRCH 7
DQ2 D16 D17 D18 D19 D20 D21 D22 D23 | CRC2 1
DQ3 D24 D25 D26 D27 D28 D29 D30 D31 | CRC3 i
DQ4 D32 D33 D34 D35 D36 D37 D38 D39 | CRC4 i
DQ5 D40 D41 D42 D43 D44 D45 D46 D47 | CRC5 1
DQ6 D48 D49 D50 D51 D52 D53 D54 D55 | CRC6 i
DQ7 D56 D57 D58 D59 D60 D61 D62 D63 | CRCY 1

DNV#DB# D64 D65 D66 D67 D68 D69 D70 D71 1 1

A x16 device is treated as two x8 devices; a x16 device will have two identical CRC trees implemented. CRCJ[7:0]
covers data bits D[71:0], and CRC[15:8] covers data bits D[143:72].

Table 52. CRC Data Mapping for x16 Devices, BL8

) Transfer
Function 0 i 2 3 ) 5 3 7 8 9
DQo Do D1 D2 D3 D4 D5 D6 D7 | CRCO | 1
BleY D8 D9 | Dio | DIl | Di2 | Di3 | D14 | Di5 | CRCA 7
DQz Di6 | Di7 | Di8 | Di9 | D20 | D21 | D22 | D23 | CRCZ | 1
DQ3 D24 | D25 | D26 | D27 | D28 | D29 | D30 | D31 | CRC3 | 1
DQ4 D32 | D33 | D34 | D35 | D36 | D37 | D38 | D39 | CRC4 | 1
DQ5 D40 | D41 | D42z | D43 | D44 | D45 | D46 | D47 | CRC5 | 1
DQ6 D48 | D49 | D50 | D51 | D52 | D63 | D54 | D55 | CRC6 | 1
DQ7 D56 | D57 | D58 | D59 | D60 | D61 | D62 | D63 | CRC7 | 1
[DN#/LDBH D64 | D65 | D66 | D67 | D68 | D69 | D70 | D71 7 7
DQs D72 | D73 | D74 | D75 | D76 | D77 | D78 | D79 | CRC8 | 1
DQ9 D80 | D81 | D82 | D83 | D84 | D85 | D86 | D87 | CRCO | 1
DQ10 D88 | D89 | D90 | D91 | D92 | D93 | D94 | D95 |CRCI0O| 1
DQ11 D96 | D97 | D98 | D99 | D100 | Di07 | Di02 | D103 [CRCIT| 1
DQi2 D104 | D105 | D106 | D107 | D108 | D109 | D110 | D111 [CRCi2| 1
5QT3 D112 | D113 | D114 | D115 | D116 | D117 | D118 | D119 [CRCI3| 1
DQ14 D120 | D121 | D122 | Di23 | D124 | D125 | Di26 | D127 |CRCi4| 1
DQ15 D128 | D120 | D130 | D131 | D132 | D133 | Di34 | D135 |CRCi5| 1
UDM#UDBH D136D137 D138 | D139 | D140 D141 D142 D143 7 7
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CRC Error Handling
CRC Error mechanism shares the same ALERT# signal for reporting errors on writes to DRAM. The controller has no

way to distinguish between CRC errors and Command/Address/Parity errors other than to read the DRAM mode
registers. This is a very time consuming process in a multi-rank configuration.

To speed up recovery for CRC errors, CRC errors are only sent back as a pulse. The minimum pulse-width is six
clocks. The latency to ALERT# signal is defined as tcrc_aLerT in the figure below.

DRAM will set CRC Error Clear bit in A3 of MR5 to '1' and CRC Error Status bit in MPR3 of page1 to '1' upon detecting
a CRC error. The CRC Error Clear bit remains set at '1' until the host clears it explicitly using an MRS command.

The controller upon seeing an error as a pulse width will retry the write transactions. The controller understands the
worst case delay for ALERT# (during init) and can back up the transactions accordingly or the controller can be made
more intelligent and try to correlate the write CRC error to a specific rank or a transaction. The controller is also
responsible for opening any pages and ensuring that retrying of writes is done in a coherent fashion.

The pulse width may be seen longer than six clocks at the controller if there are multiple CRC errors as the ALERT# is
a daisy chain bus.

Figure 166. CRC Error Reporting

TO T T2 T3 T4 TS TG Tal Ta1 Ta2 Ta3 Tad Ta5
CHE
pa (0,0 () () (O O () (SR 0 CRG ALERT_PWimes) "
{ loac aenr CRC ALERT_PWimin}
— - -
Alartd

/' TME BREAK [JJ] Don‘t Care

NOTE 1. CRC ALERT_PW IS5 Specified from the paint Whaere the DRAM starts to drive the signal low to the point whare the DRAM driver releases and tha
coniroller stars to pull the signal up

Table 53. CRC Error Timing Parameters

Symbol Parameter Min. Max. Unit
tCRC_ALERT CRC error to ALERT# Latency - 13 ns
CRC ALERT_PW [CRC ALERT_PW 6 10 tck
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CRC Frame Format with BC4
DDR4 SDRAM supports CRC function for Write operation for Burst Chop 4 (BC4). The CRC function is programmable
using DRAM mode register and can be enabled for writes.

When CRC is enabled the data frame length is fixed at 10Ul for both BL8 and BC4 operations. DDR4 SDRAM also
supports burst length on the fly with CRC enabled. This is enabled using mode register.

CRC with BC4 Data Bit Mappi

For a x4 device, the CRC tree inputs are 16 data bits, and the inputs for the remaining bits are 1.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs to D[11:8], and so forth, for
the CRC tree.

Table 54. CRC Data Mapping for x4 Devices, BC4

Function Transfer (A2 = 0)
0 1 2 3 4 5 6 7 8 9
DQO DO D1 D2 D3 1 1 1 1 CRCO | CRC4
DQ1 D8 D9 D10 D11 1 1 1 1 CRC1 | CRC5
DQ2 D16 D17 D18 D19 1 1 1 1 CRC2 | CRC6
DQ3 D24 D25 D26 D27 1 1 1 1 CRC3 | CRC7
. Transfer (A2 = 1)

Function 0 1 2 3 4 5 6 7 8 9
DQO D4 D5 D6 D7 1 1 1 1 CRCO | CRC4
DQ1 D12 D13 D14 D15 1 1 1 1 CRC1 | CRC5
DQ2 D20 D21 D22 D23 1 1 1 1 CRC2 | CRC6
DQ3 D28 D29 D30 D31 1 1 1 1 CRC3 | CRC7

For a x8 device, the CRC tree inputs are 36 data bits in transfer’s four through seven as 1’s.

When A2 = 0, the input bits D[67:64]) are used if DBI# or DM# functions are enabled; if DBI# and DM# are disabled,
then D[67:64]) are 1.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs to D[11:8], and so forth, for
the CRC tree. The input bits D[71:68]) are used if DBI# or DM# functions are enabled; if DBI# and DM# are disabled,
then D[71:68]) are 1.

Table 55. CRC Data Mapping for x8 Devices, BC4

. Transfer (A2 = 0)

Function 0 i 2 3 ) 5 3 7 8 )
DQo Do D1 D2 D3 7 1 7 T | CRCO | 1
DQ1 D8 D9 | D10 | D11 7 7 7 T | CRC1 7
DQ2 Di6 | D17 | Di8 | D19 7 7 7 T [ CRCZ | 1
DQ3 D24 | D25 | D26 | D27 7 7 7 T [ CRC3 | 1
DQ4 D32 | D33 | D34 | D35 7 7 7 T [ CRCA | 1
DQ5 D40 | D41 | D42 | D43 7 7 7 T [ CRC5 | 1
DQ6 D48 | D49 | D50 | D51 7 7 7 T [ CRCE6 | 1
DQ7 D56 | D57 | D58 | D59 7 7 7 T T CRC7T | 1

DNVH#DBH D64 | D65 | D66 | D67 7 7 7 7 7 7

i Transfer (A2 = 1)

Function 0 i 2 3 ) 5 3 7 8 )
DaQo D4 D5 D6 D7 1 1 1 T | CRCO | 1
BleY Di2 | D13 | Di4 | Di5 7 7 7 T CRCA 7
DQz D20 | D21 | D22 | D23 7 7 7 T [ CRCZ | 1
DQ3 D28 | D29 | D30 | D3i 7 7 7 T [ CRC3 | 1
DQ4 D36 | D37 | D38 | D39 7 7 7 T [ CRCA | 1
DQ5 D4s | D45 | D46 | D47 7 7 7 T [ CRC5 | 1
Lo D52 | D53 | D54 | D55 7 7 7 T [ CRCE6 | 1
DQ7 D60 | D61 | D62 | D63 1 1 7 T [ CRC7 | 1

DN#/DBH D68 | D69 | D70 | D71 7 7 7 7 7 7
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There are two identical CRC trees for x16 devices, each have CRC tree inputs of 36 bits.

When A2 = 0, input bits D[67:64] are used if DBI# or DM# functions are enabled; if DBI# and DM# are
disabled, then D[67:64] are 1s. The input bits D[139:136] are used if DBI# or DM# functions are enabled;
if DBI# and DM# are disabled, then D[139:136] are 1s.

When A2 = 1, data bits D[7:4] are used as inputs for D[3:0], D[15:12] are used as inputs for D[11:8], and
so forth, for the CRC tree. Input bits D[71:68] are used if DBI# or DM# functions are enabled; if DBI# and
DM# are disabled, then D[71:68] are 1s. The input bits D[143:140] are used if DBI# or DM# functions are
enabled;if DBI# and DM# are disabled, then D[143:140] are 1s.

Table 56. CRC Data Mapping for x16 Devices, BC4

. Transfer (A2 = 0)
Functlon 0 i 2 3 ) 5 3 7 8 9
DQ0 Do D1 D2 D3 1 7 7 1 CRCO | 1
BleY D8 D9 | D10 | D11 7 7 7 7 CRCT [ 1
DQ2 D16 D17 | Di8 | D19 7 7 7 7 CRCZ | 1
DQ3 D24 D25 | D26 | D27 7 7 7 7 CRC3 | 1
DQ4 D32 D33 | D34 | D35 7 7 7 7 CRC4 | 1
DQ5 D40 D41 | D42 | D43 7 7 7 7 CRC5 | 1
DQ6 D48 D49 | D50 | D51 7 7 7 7 CRC6 | 1
DQ7 D56 D57 | D58 | D59 7 7 7 7 CRC7 [ 1
[DV#LDBH D64 D65 | D66 | D67 7 7 7 7 7 7
DQ8 D72 D73 | D74 | D75 7 7 7 1 CRCS | 1
DQ9 D80 D81 | D82 | D83 7 7 7 7 CRCO | 1
DQ10 D88 D89 | D90 | DO 7 7 7 7 CRC10 | 1
DQi1 D96 D97 | D98 | D99 7 7 7 7 CRCTT | 1
DQi2 D104 | D105 | D106 | D107 7 7 7 7 CRC12 | 1
DQT3 D112 | D113 | D114 | D115 7 7 7 7 CRC13 | 1
DQi4 D120 | D121 | Di22 | D123 7 7 7 7 CRC14 | 1
DQi5 D128 | D129 | D130 | D131 7 7 7 7 CRC15 | 1
UDM#UDBH D136 | D137 | D138 | D139 7 7 7 7 1 7
. Transfer (A2 = 1)
punction 0 i 2 3 ) 5 3 7 8 9
5Q0 D4 D5 D6 b7 7 7 7 7 CRCO | 1
BleY D12 Di3 | D4 | D15 7 7 7 7 CRCT | 1
eV D20 D21 | D22 | D23 7 7 7 7 CRCZ [ 1
DQ3 D28 D29 | D30 | D31 1 7 7 1 CRC3 | 1
DQ4 D36 D37 | D38 | D39 7 7 7 7 CRC4 | 1
DQ5 D44 D45 | D46 | D47 7 7 7 7 CRC5 | 1
DQ6 D52 D53 | D54 | D55 7 7 7 7 CRC6 | 1
DQ7 D60 D61 | D62 | D63 7 7 7 7 CRC7 | 1
[DV#LDBH D68 D69 | D70 | D71 7 7 7 7 7 7
DQs D76 D77 | D78 | D79 7 7 7 7 CRC8 | 1
DQ9 D84 D85 | D86 | D87 7 7 7 7 CRCO | 1
DQ10 D92 D93 | D94 | D% 7 7 7 7 CRC10 | 1
DQi1 D100 | D107 | D102 | D103 7 7 7 7 CRCTT | 1
DQi2 D108 | D109 | D110 | Di11 7 7 7 7 CRC1Z | 1
DQ13 D116 | D117 | D118 | D119 7 7 7 7 CRC13 | 1
DQi4 Di24 | D125 | Di26 | D127 7 7 7 i CRC14 | 1
bQi5 D132 | D133 | D134 | D135 7 7 7 7 CRC15 | 1
UDM#UDBH D140 | D141 | Di42 | D143 7 7 7 i 1 i
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Example shown below of CRC tree when x8 is used in BC4 mode, x4 and x16 have similar differences.
CRC equations for x8 device in BC4 mode with A2=0 are as follows:

CRC[0] = D[69]=1 * D[68]=1 * D[67] » D[66] » D[64] » D[63]=1 * D[60]=1 / D[56] * D[54]=1 * D[53]=1 * D[52]=1 * D[50] * D[49] *
D[48] A D[45]=1 * D[43] » D[40] * D[39]=1 / D[35] * D[34] * D[31]=1" D[30]=1 A D[28]=1* D[23]=1 * D[21]=1* D[19] A
D[18] » D[16] » D[14]=1 A D[12]=1 / D[8] A D[7]=1 A D[6] =1 * D[0] ;

CRC[1] = D[70]=1 * D[66] » D[65] » D[63]=1 » D[61]=1 * D[60]=1 A D[57] *D[56] * D[55]=1 * D[52]=1 * D[51] » D[48] A D[46]=1
D[45]=1 * D[44]=1 » D[43] » D[41] » D[39]=1 ~ D[36]=1 / D[34] * D[32] * D[30]=1 * D[29]=1 * D[28]=1 * D[24] * D[23]=1 *
D[22]=1 » D[21]=1 » D[20]=1 ~ D[18] * D[17] * D[16] * D[15]=1 * D[14]=1  D[13]=1 A D[12]=1 A D[9] » D[6]=1 " D[1] A
DIO];

CRC[2] = D[71]=1 » D[69]=1 » D[68]=1 * D[63]=1 » D[62]=1 » D[61]=1 * D[60]=1 / D[58] * D[57] * D[54]=1 " D[50] * D[48]  D[47]="1
A D[46]=1 A D[44]=1 » D[43] » D[42] » D[39]=1 A D[37]=1 * D[34] A D[33] * D[29]=1 / D[28]=1* D[25] * D[24] A D[22]=1 *
D[17] A D[15]=1 A D[13]=1 A D[12]=1 * D[10] » D[8] » D[6]=1 * D[2] * D[1] * D[0];

CRC[3] = D[70]=1  D[69]=1 * D[64] * D[63]=1 * D[62]=1 " D[61]=1 A D[59] * D[58] * D[55]=1 A D[51] * D[49] » D[48] » D[47]=1 A
D[45]=1 A D[44]=1 * D[43]  D[40] * D[38]=1 * D[35] » D[34] » D[30]=1 A D[29]=1 * D[26] * D[25] * D[23]=1 A D[18] * D[16]
A D[14]=1 A D[13]=1 A D[11] » D[9] * D[7]=1 * D[3] * D[2] *D[1];

CRC[4] = D[71]=1 * D[70]=1 * D[65] » D[64] » D[63]=1 » D[62]=1 * D[60]=1 * D[59] * D[56] * D[52]=1 * D[50] * D[49] * D[48]
D[46]=1 » D[45]=1 » D[44]=1 ~ D[41] » D[39]=1 / D[36]=1 / D[35] » D[31]=1 * D[30]=1 A D[27] » D[26] » D[24] » D[19] A
D[17] ~ D[15]=1 ~ D[14]=1 A D[12]=1 * D[10] » D[8] * D[4]=1 * D[3] * D[2];

CRC[5] = D[71]=1 * D[66] » D[65] » D[64] » D[63]=1 ~ D[61]=1 * D[60]=1 * D[57] * D[53]=1 * D[51] » D[50] * D[49] A D[47]=1 A
D[46]=1 » D[45]=1 » D[42] » D[40] » D[37]=1 ~ D[36]=1 / D[32] * D[31]=1 * D[28]=1 * D[27] * D[25] » D[20]=1 A D[18]
D[16] A D[15]=1 A D[13]=1 A D[11] A D[9] * D[5]=1 A D[4]=1 * D[3];

CRC[6] = D[67] » D[66] » D[65] » D[64] » D[62]=1 » D[61]=1  D[58] * D[54]=1 * D[52]=1 * D[51] » D[50]  D[48] » D[47]=1 " D[46]=1
A D[43] » D[41] » D[38]=1 A D[37]=1 * D[33] A D[32] * D[29]=1 * D[28]=1 * D[26] » D[21]=1 ~ D[19] » D[17] * D[16] A
D[14]=1 A D[12]=1 A D[10] A D[6]=1 * D[5]=1 * D[4]=1;

CRC[7] = D[68]=1 * D[67] » D[66] » D[65] » D[63]=1 » D[62]=1 * D[59] » D[55]=1 * D[53]=1 * D[52]=1 / D[51] * D[49] * D[48]
D[47]=1 * D[44]=1 » D[42] » D[39]=1  D[38]=1  D[34] * D[33] * D[30]=1  D[29]=1 / D[27] * D[22]=1 A D[20]=1 A D[18] *
D[17] ~ D[15] =14 D[13]=1 A D[11] A D[7]=1 / D[6]=1 A D[5]=1;

CRC equations for x8 device in BC4 mode with A2=1 are as follows:

CRC[0] =17 1A D[71] D[70] » D[68] ~ 1~ 1 AD[60] » 1 A 1 A 1 A D[54] A D[53] A D[52] 1 * D[47] * D[44] * 1 A D[39] » D[38] 1" 1
A{A1A{AD[23]AD[22] A D[20] 1A 1A D[12]* 1/ 14 D[4];

CRC[1] =1 D[70] *D[69] » 1~ 1A 1A D[61] A D[60] » 1 1A D[55] A D[52] » 1" 11 D[47] ~ D[45] ~ 1 * 1 A D[38] A D[36] ~ 1 A 1
A1 AD[28]A1A1A1A1AD[22] A D[21] A D[20] M A 121 A1 A D[13] A 1 A D[5] A D[4];

CRC[2]=171A17 A A{A1AD[62]AD[61]* 1" D[54]  D[52] ~ 1~ 1A 1 AD[47]  D[46] * 1~ 1 A D[38] A D[37] * 1 A 1 A D[29] A
D[28] A 1 AD[21]~ 1~ 1 A 1 A D[14] A D12] M A D[6] * D[5] * D[4];

CRC[3]=1"17D[68]~1"141AD[63]D[62]* 1~ D[55] * D[53] » D[52] » 1 1 1A D[47] » D[44] » 1 ~ D[39] ~ D[38] A 1A 1 A
D[30] A D[29] A 1 A D[22] ~ D[20] ~ 1 A 1 A D[15] A D[13] A 1 A D[7] * D[6] * D[5];

CRC[4] = 1M A D[69] ~ D[68] » 1~ 1 A 1 A D[63] ~ D[60] * 1 A D[54] » D[53] A D[52] * 1 M A 1A D[45] A 1 A 1 A D[39] M A 1 A D[31] A
D[30] A D[28] A D[23] A D[21] 1 A 1 A 1 A D[14] A D[12] A 1 A D[7] * D[6];

CRC[5] = 1 A D[70] ~ D[69] » D[68] * 1~ 1A 1 A D[61] A 1 A D[55] » D[54] » D[53] 1 A 1A 1 A D[46] A D[44] A 1~ 1 AD[36] A 14 1 A
D[31] A D[29] ~ 1 A D[22] A D[20] ~ 1 A 1 A D[15] A D[13] A 1 A 1 A D[7];

CRC[6] = D[71]  D[70] # D[69] A D[68] 1 A 1 A D[62] * 1 A 1 A D[55] » D[54] » D[52] » 1 M A D[47] ~ D[45] A 1 A 1 A D[37] » D[36] M
A1 ~D[30]* 1A D[23] A D[21] " D[20] A 1A 1 AD[14] A 1A 1 A 1;

CRC[7] =1 A D[71] * D[70] ~ D[69] * 1 A 1 A D[63] A 1 A 1A 1 AD[55] A D[53] » D[52] * 1 1 A D[46] * 1 1 A D[38] A D[37] A 1A 1 A
D[31]~ 1 1AD[22] A D[21] A 1A 1 AD[15] A 1A 1 A 1;

imultan DM an RC Functionali

When both DM and Write CRC are enabled in the DRAM mode register, the DRAM calculates CRC before sending
the write data into the array. If there is a CRC error, the DRAM blocks the write operation and discards the data. For a
x16, when the DRAM detects an error in CRC tree, DDR4 DRAMs may mask all DQs or half the DQs depending upon
the specific vendor implementation behavior. Both implementations are valid. For the DDR4 DRAMs that masking half
the DQs, DQO through DQ7 will be masked if the lower byte. CRC tree had the error and DQ8 through DQ15 will be
masked if the upper byte CRC tree had the error.

The following combination of DDR4 features are prohibited for simultaneous operation:
1) MPR Write and Write CRC (Note: MPR Write is via Address pins)

2) Per DRAM Addressability and Write CRC (Note: Only MRS are allowed during PDA and also DQO is used for PDA
detection.)
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Post Package Repair (hPPR)

DDR4 supports Fail Row address repair as optional feature for 4Gb. Supporting hPPR is identified via datasheet and
SPD in Module so should refer to DRAM manufacturer’s Datasheet. PPR provides simple and easy repair method in
the system and Fail Row address can be repaired by the electrical programming of Electrical-fuse scheme.

With hPPR, DDR4 can correct 1Row per Bank Group.

Electrical-fuse cannot be switched back to un-fused states once it is programmed. The controller should prevent
unintended hPPR mode entry and repair. (i.e. Command/Address training period)

DDR4 defines two hard fail row address repair sequences and users can choose to use among those 2 command
sequences. The first command sequence uses a WRA command and ensures data retention with Refresh operations
except for the 2banks containing the rows being repaired, with BA[0] a don’t care. Second command sequence is to
use WR command and Refresh operation can’t be performed in the sequence. So, the second command sequence
doesn’t ensure data retention for target DRAM.

When hard PPR Mode is supported, entry into hPPR Mode is to be is protected through a sequential MRS guard key
to prevent unintentional hPPR programming. When soft PPR Mode, i.e. sPPR, is supported, entry into sPPR Mode is
to be protected through a sequential MRS guard key to prevent unintentional sSPPR programming. The sequential
MRS guard key for hPPR mode and sPPR is the same Guard Key, i.e. hPPR/sPPR Guard Key.

The hPPR/sPPR Guard Key requires a sequence of four MRO commands to be executed immediately after entering
hPPR mode (setting MR4 bit 13 to a “1”) or immediately after entering sPPR mode(setting MR4 bit 5 to a “1”). The
hPPR/sPPR Guard Key’'s sequence must be entered in the specified order as stated and shown in the spec below.
Any interruption of the hPPR/sPPR Guard Key sequence from other MR commands or non-MR commands such as
ACT, WR, RD, PRE, REF, ZQ, NOP, RFU is not allowed. Although interruption of the hPPR/sPPR Guard Key entry is
not allowed, if the hPPR/sPPR Guard Key is not entering in the required order or is interrupted by other commands,
the hPPR Mode or sPPR Mode will not execute and the offending command terminating hPPR/sPPR Mode may or
may not execute correctly; however, the offending command will not cause the DRAM to “lock up”. Additionally, when
the hPPR or sPPR entry sequence is interrupted, subsequent ACT and WR commands will be conducted as normal
DRAM commands. If a hPPR operation was prematurely terminated, the MR4 bit 13 must be re-set “0” prior to
performing another hPPR or sPPR operation. If a sPPR operation was prematurely terminated, the MR4 bit 5 must be
re-set to “0” prior to performing another sPPR or hPPR operation. The DRAM does not provide an error indication if
an incorrect hPPR/sPPR Guard Key sequence is entered.

Table 57. hPPR and sPPR MRO Guard Key Sequences

Guard Keys | BG1:0(" | BA1:0 |A16:A12| A11 A10 A9 A8 A7 A6:A0
15t MRO 00 00 X 1 1 0 0 1 1111111
2" MRO 00 00 X 0 1 1 1 1 1111111
3¢ MRO 00 00 X 1 0 1 1 1 1111111
4" MRO 00 00 X 0 0 1 1 1 1111111

Note 1. BG1 is ‘Don’t Care’ in x16
Note 2. A6:A0 can be either ‘1111111’ or ‘Don’t Care’. And, it depends on vendor’s implementation. ‘1111111’ is allowed in all
DDR4 density but ‘Don’t Care’ in A6:A0 is only allowed in 4Gb die DDR4 product.
Note 3. After completing hPPR and sPPR mode, MRO must be re-programmed to pre-PPR mode state if the DRAM is to be accessed
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Hard Fail R Add Repair (WRA Case)
The following is procedure of hPPR with WRA command.

1. Before entering ‘hPPR’ mode, All banks must be Precharged; DBl and CRC Modes must be disabled.

2. Enable hPPR using MR4 bit “A13=1" and wait tmop.

3. Issue guard Key as four consecutive MRO commands each with a unique address field A[17:0]. Each MRO
command should space by tmop.

4. Issue ACT command with Fail Row address.

5. After trep, Issue WRA with Valid address. DRAM will consider Valid address with WRA command as ‘Don’t Care’.

6. After WL (WL = CWL + AL + PL), All DQs of target DRAM should be low for 4tck. If high is driven to AlIDQs of a
DRAM consecutively for equal to or longer than 2tck, then DRAM does not conduct hPPR and retains data if REF
command is properly issued; if all DQs are neither low for 4tck nor high for equal to or longer than 2tck, then hPPR
mode execution is unknown.

7. Wait trem to allow DRAM repair target Row Address internally and issue PRE.

8. Wait trem_exit after PRE which allow DRAM to recognize repaired Row address.

9. Exit hPPR with setting MR4 bit “A13=0".

10. DDR4 will accept any valid command after trempst.

11. In more than one fail address repair case, Repeat step 2 to 9.

In addition to that, hPPR mode allows REF commands from PL + WL + BL/2 + twr + trp after WRA command during
trem and trempsT for proper repair; provided multiple REF commands are issued at a rate of treri or treri/2, however
back-to-back REF commands must be separated by at least treri/4 when the DRAM is in hPPR mode. Upon receiving
REF command, DRAM performs normal Refresh operation and ensure data retention with Refresh operations except
for the 2banks containing the rows being repaired, with BA[0] don’t care. Other command except REF during trem can
cause incomplete repair so no other command except REF is allowed during tram Once hPPR mode is exited, to
confirm if target row is repaired correctly, host can verify by writing data into the target row and reading it back after
hPPR exit with MR4 [A13=0] and trempsT.

Hard Fail Row Addr Repair (WR

The following is procedure of hPPR PPR with WR command.

1. Before entering hPPR mode, all banks must be precharged; DBI and CRC modes must be disabled.

2. Enable hPPR using MR4 bit “A13=1" and wait tmop.

3. Issue guard Key as four consecutive MRO commands each with a unique address field A [17:0]. Each MRO
command should space by tmop.

4. Issue ACT command with row address.

5. After trep, issue WR with valid address. DRAM consider the valid address with WR command as ‘Don’t Care’.

6. After WL (WL = CWL + AL + PL), All DQs of target DRAM should be low for 4tck. If high is driven to AllIDQs of a
DRAM consecutively for equal to or longer than first 2tck, then DRAM does not conduct hPPR and retains data if
REF command is properly issued; if all DQs are neither low for 4tck nor high for equal to or longer than first 2tc,
then hPPR mode execution is unknown.

7. Wait trem to allow DRAM repair target Row Address internally and issue PRE.

8. Wait trem_exit after PRE which allow DRAM to recognize repaired Row address.

9. Exit hPPR with setting MR4 bit “A13=0".

10. DDR4 will accept any valid command after trempst.

11. In more than one fail address repair case, Repeat step 2 to10.

In this sequence, Refresh command is not allowed between hPPR MRS entry and exit.

Once hPPR mode is exited, to confirm if target row is repaired correctly, host can verify by writing data into the target
row and reading it back after hPPR exit with MR4 [A13=0] and trempsT
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Figure 167. Hard Fail Row Repair (WRA Case)
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Figure 168. Hard Fail Row Repair (WR Case)
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Programming hPPR and sPPR support in MPR0O page2

hPPR and sPPR is optional feature of DDR4 4Gb so Host can recognize if DRAM is supporting hPPR and sPPR or
not by reading out MPRO Page2.

MPR page2;

hard PPR is supported: [7] =1

hard PPR is not supported: [7] = 0

soft PPR is supported: [6] = 1

soft PPR is not supported: [6] = 0

Required Timing Parameters

Repair requires additional time period to repair Hard Fail Row Address into spare Row address and the followings are
requirement timing parameters for hPPR

Table 58. hPPR Timing Parameters

Symbol Parameter Min. Max. Unit
tPGM hPPR Programming Time 2000 - ms

tPGM_Exit hPPR Exit Time 15 - ns

tPGMPST New Address Setting time 50 - us
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Soft Post Package Repair (sPPR)

Soft Post Package Repair (sPPR) is a way to quickly, but temporarily, Repair a row element in a Bank Group on a
DDR4 DRAM device, contrasted to hard Post Package Repair which takes longer but is permanent repair of a row
element. There are some limitations and differences between sPPR and hPPR.

Table 59. Description and Comparison of hPPR and sPPR

Topic Soft Repair Hard Repair Note
Persist f Repai Volatile — repair persists while [Non-Volatile — repair is sPPR cleared after power off or device
ersistence of Repair power is within operating range |permanent after the repair cycle |reset
teau (NPPR and sPPR WL+ dtocHtur >2000ms(tPGM)

programming Time)

Once hPPR is used within a BG, sPPRis

no longer supported in that BG

Clearing sPPR occurs by either:

(a) power down and power-up sequence
or

# of Repair elements 1 per BG 1 per BG

Previous hPPR are allowed Any outstanding sPPR

Simultaneous use of soft before soft repair to a different |must be cleared before a

and hard repair within a BG

BG hard repair (b) Reset and re-initialize.
. 2 methods WRA
Repair Sequence 1 method - WR cmd. and WR
Bank™ not having row Yes, if WRA sequence; WRA sequence requires use of REF
repair retains array data Yes No, if WR sequence commands
Bank® having row Yes, except for seed and N sPPR must be performed outside of REF
repair retain array data associated rows ° window (trrc)

Note 1. If a BA pin is defined to be an “sPPR associated row” to the seed row, both states of the BA address input are affected. For example if BAO
is selected as an “sPPR associated row” to the seed row, addresses in both BAO = 0 and BAO = 1 are equally affected.

sPPR mode is entered in a similar fashion as hPPR, sPPR uses MR4 bit A5 while hPPR uses MR4 bit A13; sPPR
requires the same guard key sequence as hPPR to qualify the MR4 PPR entry. Prior to sPPR entry, either an hPPR
exit command or an sPPR exit command should be performed, which ever was the last PPR entry. After sPPR entry,
an ACT command will capture the target bank and target row, herein seed row, where the row repair will be made.
After tRCD time, a WR command is used to select the individual DRAM, through the DQ bits, to transfer the repair
address into an internal register in the DRAM. After a write recovery time and PRE command, the sPPR mode can be
exited and normal operation can resume. The DRAM will retain the sPPR change as long as VDD remains within the
operating region. If the DRAM power is removed or the DRAM is reset, all SPPR changes will revert to the unrepaired
state. sPPR changes must be cleared by either a power-up sequence or re-initialization by reset signal before hPPR
mode is enabled.

DDR4 sPPR can repair one row per Bank Group, however when the hPPR resources for a bank group have been
used, sPPR resources are no longer available for that bank group. If an sPPR or hPPR repair sequence is issued to a
bank group with PPR resource un-available, the DRAM will ignore the programming sequence. sPPR mode is
optional for 4Gb density DDR4 device.

The bank receiving sPPR change is expected to retain array data in all other rows except for the seed row and its
associated row addresses. If the user does not require the data in the array in the bank under sPPR repair to be
retained, then the handling of the seed row’s associated row addresses is not of interest and can be ignored. If the
user requires the data in the array to be retained in the bank under sPPR mode, then prior to executing the sPPR
mode, the seed row and its associated row addresses should be backed up and restored after sSPPR has been
completed. sPPR associated seed row addresses are specified in the table below.

Table 60. sPPR Associated Row Address
sPPR Associated Row Addresses
BAO | A6 | A15 [ A4 [ Aa13 | a1 | Ao
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Soft Repair of a Fail Row Address

The following is the procedure of sPPR with WR command. Note that during the soft repair sequence, no refresh is
allowed.

1. Before entering ‘sPPR’ mode, all banks must be Precharged; DBl and CRC Modes must be disabled.

2. Enable sPPR using MR4 bit “A5=1" and wait tMOD.

3. Issue Guard Key as four consecutive MRO commands each with a unique address field A[17:0]. Each MRO

command should space by tMOD. MRO Guard Key sequence is same as hPPR.

4. Issue ACT command with the Bank and Row Fail address, Write data is used to select the individual DRAM in the

Rank for repair.

5. AWR command is issued after tRCD, with valid column address. The DRAM will ignore the column address given

with the WR command.

6. After WL (WL = CWL + AL + PL), All DQs of Target DRAM should be low for 4tCK. If high is driven to All DQs of a

DRAM consecutively for equal to or longer than first 2tCK, then DRAM does not conduct sPPR. If all DQs are

neither low for 4tCK nor high for equal to or longer than first 2tCK, then sPPR mode execution is unknown.

Wait tWR for the internal repair register to be written and then issue PRE to the Bank.

Wait 20ns after PRE which allow DRAM to recognize repaired Row address.

Exit PPR with setting MR4 bit “A5=0" and wait tMOD.

0. One soft repair address per Bank Group is allowed before a hard repair is required. When more than one sPPR
request is made to the same BG, the most recently issued sPPR address would replace the early issued one. In
the case of conducting soft repair address in a different Bank Group, Repeat Step 2 to 9. During a soft Repair,
Refresh command is not allowed between sPPR MRS entry and exit.

S ©o®oN

Once sPPR mode is exited, to confirm if target row is repaired correctly, the host can verify the repair by writing data
into the target row and reading it back after sPPR exit with MR4 [A5=0].

Figure 169. Fail Row Soft PPR (WR Case)
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

On-Die Termination

ODT (On-Die Termination) is a feature of the DDR4 SDRAM that allows the DRAM to change termination resistance
for x16 configuration, ODT is applied to each DQO-15, UDQS, UDQS#, LDQS, LDQS#, UDM# and LDM# signal. The
ODT feature is designed to improve signal integrity of the memory channel by allowing the DRAM controller to
independently change termination resistance for any or all DRAM devices.

The ODT feature is turned off and not supported in Self-Refresh mode. A simple functional representation of the
DRAM ODT feature is shown below.

Figure 170. Functional Representation of ODT
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The switch is enabled by the internal ODT control logic, which uses the external ODT pin and Mode Register Setting
and other control information, see below. The value of RTT is determined by the settings of mode register bits (see

Mode Register). The ODT pin will be ignored if the mode register MR1 is programmed to disable RTT_NOM (MR1 A
[10:8] = 000) and in self refresh mode.
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ODT Mode Register and ODT State Table
The ODT Mode of DDR4 device has 4 states, Data Termination Disable, Rtt wr, Rtt_nom and Rtr_park. And the ODT

Mode is enabled if any of MR1 A[10:8] or MR2 A[10:9] or MR5 A[8:6] are non zero. When enabled, the value of Rt is
determined by the settings of these bits.

After entering Self-Refresh mode, DRAM automatically disables ODT termination and set Hi-Z as termination state
regardless of these setting.

Controller can control each Rrr condition with WR/RD command and ODT pin.

Rrr_wr: The rank that is being written to provide termination regardless of ODT pin status (either high or low)
Rrtr_nom: DRAM turns ON Rt _nowm if it sees ODT asserted (except ODT is disabled by MR1).

Rrt_prark: Default parked value set via MR5 to be enabled and ODT pin is driven low.

Data Termination Disable: DRAM driving data upon receiving Read command disables the termination after RL-X
and stays off for a duration of BL/2 + X clock cycles. (X is 2 for 1tck and 3 for 2tck preamble mode).

The Rt values have the following priority:

which means if there is Write command along with ODT pin high, then DRAM turns on Rtt wr not Rtt_nowm, and also if
there is Read command, then DRAM disables data termination regardless of ODT pin and goes into driving mode.

Data termination disable
RTT_WR

RTT_NOM

RTT_PARK

Table 61. Termination State Table

Rr7_park MR5([8:6] Rrr_nom MR1[10:8] ODT pin DRAM termination state | Note
High Rr1_nom 1,2

Enabled
Enabled Low Rt park 1,2
Disabled Don't care 2 Rt park 1,2,3
High Rr1_nom 1,2

Enabled
Disabled Low Hi-Z 1,2
Disabled Don't care 2 Hi-Z 1,2,3

Note 1. When a read command is executed, DRAM termination state will be High-Z for defined period independent
of ODT pin and MR setting of Rrr_park/Rrr_nom. This is described in the ODT during Read section.

Note 2. If Rrr wris enabled, Rt ws will be activated by write command for defined period time independent of ODT
pin and MR setting of Rrr_park /Rrr nom. This is described in the Dynamic ODT section.

Note 3. If Rrr nom MR is disabled, ODT receiver power will be turned off to save power.
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On-die termination effective resistances are defined and can be selected by any or all of the following options:

« MR1 A[10:8] (R11_nom) - Disable, 240Q, 120Q, 80Q, 60Q, 48Q, 40Q, and 34Q.
o MR2 A[11:9] (R11_wr) - Disable, 240Q,120Q, and 80Q.
» MRS A[8:6] (RrT_rark) - Disable, 240Q, 120Q, 80Q), 60Q, 480, 40Q), and 34Q.

ODT is applied to the following inputs:

« x16: DQs, LDM#, UDM#, LDQS, LDQS#, UDQS, and UDQS# inputs.

ODT Definition of Voltages and Currents

On die termination effective Rtt values supported are 240, 120, 80, 60, 48, 40, 34 ohms.

Figure 171. On Die Termination
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Table 62. ODT Electrical Characteristics RZQ=240Q +1% entire temperature operation
range; after proper ZQ calibration

Rrr Vout Min. Nom. Max. Unit Note
Vorde= 0.5 x Vopa 0.9 1 1.25 RzQ 1,2,3

2400 Vomde= 0.8 x Vbpa 0.9 1 1.1 RzQ 1,2,3
Vonde= 1.1 X Vppa 0.8 1 1.1 RzZQ 1,2,3

Vordc= 0.5 X Vppa 0.9 1 1.25 RzQ/2 1,2,3

120Q Vomdc= 0.8 X Vppa 0.9 1 1.1 RzQ/2 1,2,3
Vonde= 1.1 X Vopa 0.8 1 1.1 RZQ/2 1,2,3

Vordc= 0.5 X Vppa 0.9 1 1.25 RzQ/3 1,2,3

80Q Vomde= 0.8 X Viopa 0.9 1 1.1 RZQ/3| 1,2,3
Vondc= 1.1 x Vppa 0.8 1 1.1 RzQ/3 1,2,3

Vorde= 0.5 x Vppa 0.9 1 1.25 RZQ/4 1,2,3

600 Vowdc= 0.8 x Vooa 0.9 1 11 |RzQ/4| 123
Vonde= 1.1 X Vopa 0.8 1 1.1 RZQ/4 1,2,3

Vorde= 0.5 x Vppa 0.9 1 1.25 RzQ/5 1,2,3

48Q Vowmde= 0.8 x Vppa 0.9 1 1.1 RzQ/5 1,2,3
Vondc= 1.1 x Vpa 0.8 1 1.1 RzQ/5 1,2,3

Vorde= 0.5 x Vppa 0.9 1 1.25 RzZQ/6 1,2,3

40Q Vowmde= 0.8 x Vppa 0.9 1 1.1 RzZQ/6 1,2,3
Vondc= 1.1 X Vppa 0.8 1 1.1 RzQ/m6| 1,2,3

Vorde= 0.5 x Vopa 0.9 1 1.25 RzQ/7| 1,2,3

34Q Vomdc= 0.8 X Vopa 0.9 1 1.1 RzQ/7 1,2,3
Vonde= 1.1 X Vopa 0.8 1 1.1 RzQ/7 1,2,3

DQ-DQ Mismatch within byte Vomdc= 0.8 X Vppa 0 - 10 % 1,2,4,5,6

Note 1. The tolerance limits are specified after calibration with stable voltage and temperature. For the behavior of the tolerance limits
if temperature or voltage changes after calibration, see following section on voltage and temperature sensitivity.

Note 2. Pull-up ODT resistors are recommended to be calibrated at 0.8 x Vppq. Other calibration schemes may be used to achieve the
linearity spec shown above, e.g. calibration at 0.5 x Vppgand 1.1 x Vppa.

Note 3. The tolerance limits are specified under the condition that Vppa=Vop and Vssa=Vss.

Note 4. DQ to DQ mismatch within byte variation for a given component including DQS and DQS#. (characterized)

Note 5. Rrrvariance range ratio to Rrr Nominal value in a given component, including DQS and DQS#.

) ) _ Rrrmax = Rrmin
DQ-DQ Mismatch in a Device = —— X 100
Rrrnom

Note 6. This parameter of x16 device is specified for Upper byte and Lower byte.
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Synchronous ODT Mode

Synchronous ODT mode is selected whenever the DLL is turned on and locked. Based on the power-down definition,
these modes are:

Any bank active with CKE high

Refresh with CKE high

Idle mode with CKE high

Active power-down mode (regardless of MR1 bit A10)
Precharge power-down mode

In synchronous ODT mode, Rrr_nom will be turned on DODTLon clock cycles after ODT is sampled high by a rising
clock edge and turned off DODTLoff clock cycles after ODT is registered low by a rising clock edge. The ODT latency
is tied to the Write Latency (WL = CWL + AL + PL) by: DODTLon = WL - 2; DODTLoff = WL - 2. When operating in
2tck Preamble Mode, The ODT latency must be 1 clock smaller than in 1tck Preamble Mode; DODTLon = WL - 3;
DODTLoff = WL - 3. (WL = CWL+AL+PL)

ODT Latency and Posted ODT

In Synchronous ODT Mode, the Additive Latency (AL) and the Parity Latency (PL) programmed into the Mode
Register MR1 applies to ODT Latencies as shown below:

Table 63. ODT Latency

Symbol Parameter 1 tck Preamble 2 tck Preamble Unit
DODTLon | Direct ODT turn on Latency CWL+AL+PL-2 CWL+AL+PL-3 tex
DODTLoff | Direct ODT turn off Latency CWL+AL+PL-2 CWL+AL+PL-3 tex
RODTLoff | Read command to internal ODT turn off Latency CL+AL+PL-2 CL+AL+PL-3 tex
RODTLon4 | Read command to Ryt park turn on Latency in BC4 RODTLoff + 4 RODTLoff + 5 tek
RODTLon8 | Read command to Rrr_par« turn on Latency in BC8/BL8 RODTLoff + 6 RODTLoff + 7 tek

ODTH4 | ODT Assertion time, BC4 mode 4 5 tex

ODTHS ODT Assertion time, BL8 mode 6 7 tek
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Timing P I
In synchronous ODT mode, the following parameters apply:

« DODTLon, DODTLoff, RODTLoff, RODTLon4, RODTLon8, tabc (MiNy (MAX).

o tapc (uiny and tabc (vaxy are minimum and maximum Rrt change timing skew between different termination values.
These timing parameters apply to both the synchronous ODT mode and the data termination disable mode.

When ODT is asserted, it must remain high until minimum ODTH4 (BL = 4) or ODTH8 (BL = 8) is satisfied.
Additionally, depending on CRC or 2tck preamble setting in MRS, ODTH should be adjusted.

Figure 172. Synchronous ODT Timing Example for CWL=9, AL=0, PL=0; DODTLon=WL-2=7;
DODTLoff=WL-2=7

- TO T T2 T3 T4 TS T8 7 T8 ™ Ti0 Tii T2 T13 T4 T16 T16 7
= — T S_— - - _— ism, - - _—
it K §
CMD
CODTLT =Wl - 2
OnT DO TLon = WL - 3
_l'll; | Freee—-1 \u = [
lastae =8 [——p
RTT Wt Rrm scw Fir_pam:

[ TRANSITYOMING DATA

Figure 173. Synchronous ODT example with BL=4, CWL=9, AL=10, PL=0; DODTLon/off=WL-
2=17, ODTcnw=WL-2=17

_— T2 T3 T2 T36 a7 TiE T30 T40 T41 T42 T43
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ooT
ODTLorewd = D07 w4
e e S il v P bt Fhies.
RTT Rirs s Rie st | ey o Rre_sn Rr_poie:

[ m™ansimoning DaTs

ODT must be held high for at least ODTH4 after assertion (T1). ODTHis measured from ODT first registered high to

ODT first registered low, or from registration of Write command. Note that ODTH4 should be adjusted depending on
CRC or 2tCK preamble setting.
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QDT During Reads

Because the DDR4 DRAM cannot terminate with Rrr and drive with Ron at the same time; Rtr may nominally not be

enabled until the end of the postamble as shown in the example below. At cycle T25, the device turns on the

termination when it stops driving, which is determined by thz. If the DRAM stops driving early (that is, tnz is early), then
tapc (viny timing may apply. If the DRAM stops driving late (that is, tnz is late), then the DRAM complies with tapc vax)

timing.
Figure 174. Example: CL=11, PL=0; AL=CL-1=10; RL=AL+PL+CL=21; CWL=9;
DODTLon=AL+CWL-2=17; DODTLoff=AL+CWL-2=17; 1tCK preamble)
- TO ."_Ti T2 T4 TS T T7 Ta Tig  T20 T2 Ti2 T23 T24 TZ5 T26 TZ7
CHD
ADDR &
oor i
. il Bl v - : DOCTLon = ¥, < 2 L R ——
e S
oason N\
- e
Das_00T Ry post 1 Rt s
|
DG
] mranwmesisa ata
Figure 175. Example: CL=11, PL=0; AL=CL-1=10; RL=AL+PL+CL=21; CWL=9;
DODTLon=AL+CWL-2=17; DODTLoff=AL+CWL-2=17; 2tCK preamble)
S e o e e e o o g o e g ot o et i ey TEA TS TEA T
Gl
00T i
PODT e s R - s 0L AL 13 _— . . " — .
| N Vape =8 b=
DG5_OnT Firs_rass ) £ | [y
| |
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o ol
DCs_o0T | [
ba

] mansimosma paTa
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Dynamic ODT

In certain application cases and to further enhance signal integrity on the data bus, it is desirable that the termination
strength of the device can be changed without issuing an MRS command. This requirement is supported by the
dynamic ODT feature, described below.

E ional D ipti
The dynamic ODT mode is enabled if bit A9 or A10 of MR2 is set to 1.

o Three Rt values are available: Rt nom, RTm_wr, and R17_park.
- The value for Rrt_nowm is preselected via bits MR1 A[10:8].
- The value for Rtr_wr is preselected via bits MR2 A[11:9].
- The value for R11_rark is preselected via bits MR5 A[8:6].

« During operation without write commands, the termination is controlled as follows:
- Nominal termination strength Rrr_nom or Rt_pPark is selected.

- Rr71_nom on/off timing is controlled via ODT pin and latencies DODTLon and DODTLoff; and Rr_park is on when
ODT is LOW.

o When a write command (WR, WRA, WRS4, WRS8, WRAS4, WRASS) is registered, and if Dynamic ODT is
enabled, the termination is controlled as follows:

- Latency ODTLcnw after the write command, termination strength Rt wr is selected.

- Latency ODTLcwn8 (for BL8, fixed by MRS or selected OTF) or ODTLcwn4 (for BC4, fixed by MRS or selected
OTF) after the write command, termination strength Rtt_wr is deselected.

- One or two clocks will be added into or subtracted from ODTLcwn8 and ODTLcwn4, depending on write CRC
Mode and/or 2 tck preamble enablement. The following table shows latencies and timing parameters which are
relevant for the on-die termination control in dynamic ODT mode.

The dynamic ODT feature is not supported in DLL-off mode. MRS command must be used to set Rrt_wr, MR2 A[11:9]
= 000, to disable dynamic ODT externally.

Table 64. Latencies and timing parameters relevant for Dynamic ODT with 1tck preamble
mode and CRC disabled

Definition for all

Name and Description Abbr. Defined from Define to DDR4 speed bins Unit

ODT Latency for changing from Registering external |Change Ryt strength from _

Rrr_park/Rrr nomto Rt we ODTLenw |\ rite command Rrr par/Rrr nowt0 Rir wa ODTLcnw = WL - 2 tex

ODT Latency for change from ODTLownd Registering external [Change Ryt strengthfrom ODTLcwn4 = t

Rrr_wrt0 Ryr_pari/Rrr_nom (BL = 4) CWN% \\vrite command Rrr_wr t0 Rr1_park/R11_nom 4 + ODTLcnw oK

ODT Latency for change from Registering external |Change Ry strength from ODTLcwn8 =

Rrr_wrto Rrr_park/Rrr_nom (BL = 8) ODTLewn8|\ rite command Rrt wrt0 Rr1_park/RrT_Nowm 6 + ODTLcnw fox
ODTLcnw : tanc(min) = 0.3

RTT change skew tanc ODTLown Ry Valid tAAIZE))g((max)) =07 tex

Table 65. Latencies and timing parameters relevant for Dynamic ODT with 1tck and 2tck

preamble mode and CRC enabled/disabled

1tck Preamble 2tck Preamble .
Symbol CRC off CRC on CRC off CRC on Unit
ODTLcnw WL -2 WL -2 WL -3 WL -3 tex
ODTLcwn4 ODTLcnw +4 ODTLcnw +7 ODTLcnw +5 ODTLcnw +8 tex
ODTLcwn8 ODTLcnw +6 ODTLcnw +7 ODTLcnw +7 ODTLcnw +8 tex
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ODT Timina Di

The following pages provide example timing diagrams.

Figure 176. ODT timing (Dynamic ODT, 1tCK preamble, CL=14, CWL=11, BL=8, AL=0, CRC
Disabled)
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Figure 177. Dynamic ODT overlapped with Rtt_NOM (CL=14, CWL=11, BL=8, AL=0, CRC
Disabled)
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Asynchronous ODT Mode
Asynchronous ODT mode is selected when DLL is disabled by MR1 bit AO="0’b.

In asynchronous ODT timing mode, internal ODT command is not delayed by either the Additive latency (AL) or
relative to the external ODT signal (Rtt_nom). In asynchronous ODT mode, the following timing parameters apply
taoNAs,min, maxs tAOFAS min max-

Minimum Rtt_nowm turn-on time (taonasmin) is the point in time when the device termination circuit leaves Rrr_park and
ODT resistance begins to change. Maximum Rtr_nom turn on time (taonasmax) is the point in time when the ODT
resistance is reached Rrt_nowm.

taonasmin @and taonasmax are measured from ODT being sampled high.
Minimum Rrr_nom turn-off time (taorasmin) is the point in time when the devices termination circuit starts to leave
Rrr_nowm.

Maximum Rrt_nowm turn-off time (taorasmax) is the point in time when the on-die termination has reached Rt _park.
taorasmin and taorasmax are measured from ODT being sampled low.

Figure 178. Asynchronous ODT Timing on DDR4 SDRAM with DLL-off
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ODT buffer disabled mode for Power down

DRAM does not provide Rrt_nom termination during power down when ODT input buffer deactivation mode is enabled
in MR5 bit A5. To account for DRAM internal delay on CKE line to disable the ODT buffer and block the sampled
output, the host controller must continuously drive ODT to either low or high when entering power down (from
tDODToff+1 prior to CKE low till tcroep after CKE low). The ODT signal may be floating after tcroepmin has expired. In
this mode, Rrt_nom termination corresponding to sampled ODT at the input after CKE is first registered low (and tanep
before that) may be either Rrr_nom or Rr7_park. tanpp is equal to (WL-1) and is counted backwards from PDE.

Figure 179. ODT timing for power down entry with ODT buffer disable mode

CKE = e e Free, - P - - e, Pt e, prv, v e, v, v,
s 5 i ; y ; 4 . ; ; £
':H T i - LT 3 - pTey = LT, AT LT 3 P 1—}1:: T’ LT Taiaa
CKE
N,
L RocoTes i torpen
oot ) e
| CODTLa Tagcomy |
DRAM_RTT_syna
[DLL blod ) it ume * ‘|l [
o PO D AADC, ]
[ T -
DRAM RTT async L
(OLL disablad) i e oves e
=

When exit from power down, along with CKE being registered high, ODT input signal must be re-driven and
maintained low until txp is met.

Figure 180. ODT timing for power down exit with ODT buffer disable mode
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ODT Timing Definitions
Test Load for ODT Timi

Different than for timing measurements, the reference load for ODT timings is defined below

Figure 181. ODT Timing Reference Load

vDDQ
DQ, DM#
DQs, DOS#
CK, CK# —— DUT
Rterm=50ohm
J' VTT =VSSQ
VS5Q

Timing Reference Point

ODT Timing Definiti

Definitions for tapc, taonas and taoras are provided in the table and measurement reference settings are provided in the
subsequent. The taoc for the Dynamic ODT case and Read Disable ODT cases are represented by taoc of Direct ODT
Control case.

Table 66. ODT Timing Definitions

Symbol Begin Point Definition End Point Definition
Rising edge of CK,CK# defined by the end point of DODTLoff Extrapolated point at Vrrr_noum
taoe Rising edge of CK,CK# defined by the end point of DODTLon Extrapolated po?nt at Vssa
Rising edge of CK,CKi# defined by the end point of ODTLcnw Extrapolated point at Vrrr_nom
Rising edge of CK,CKi# defined by the end point of ODTLcwn4 or ODTLcwn8 Extrapolated point at Vssa
taonas  [Rising edge of CK,CK# with ODT being first registered high Extrapolated point at Vssa
taoras  [Rising edge of CK,CK# with ODT being first registered low Extrapolated point at Vrrr_noum

Table 67. Reference Settings for ODT Timing Measurements

Measured Parameter Rr7_park Rr7_nom Rrr_wr Vsw1 Vsw2 Note
tanc Disable RzQ/7 - 0.20V 0.40V 1,2
- RzQ/7 Hi-Z 0.20V 0.40V 1,3
taonas Disable RzQ/7 - 0.20V 0.40V 1,2
taoras Disable RzQ/7 - 0.20V 0.40V 1,2

Note 1. MR setting is as follows.
- MR1 A10=1, A9=1, A8=1 (Rt _nom_Setting)
- MR5 A8=0, A7=0, A6=0 (RTTiPARK Settlng)
- MR2 A11=0, A10=1, A9=1 (R wr Setting)
Note 2. ODT state change is controlled by ODT pin.
Note 3. ODT state change is controlled by Write Command.
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Figure 182. Definition of tADC at Direct ODT Control
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Figure 183. Definition of tADC at Dynamic ODT Control
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Figure 184. Definition of tAOFAS and tAONAS
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Table 68. Absolute Maximum DC Ratings

Symbol Parameter Values Unit | Note
Vob Voltage on Vpp pin relative to Vss -0.3~1.5 Vv 1,3
Vbba Voltage on Vppq pin relative to Vss -0.3~15 \Y 1,3
Vep Voltage on Vpp pin relative to Vss -0.3~3.0 \Y 4

VN, VouT Voltage on any pin except Vrerca relative to Vss -0.3~1.5 \% 1,3,5
TsTe Storage Temperature -55~100 °C 1,2

Note 1. Stresses greater than those listed under “Absolute Maximum Ratings” may cause permanent damage to the device. This is a stress rating
only and functional operation of the device at these or any other conditions above those indicated in the operational sections of this
specification is not implied. Exposure to absolute maximum rating conditions for extended periods may affect reliability.

Note 2. Storage Temperature is the case surface temperature on the center/top side of the DRAM. For the measurement conditions, please refer to
JESD51-2 standard.

Note 3. VDD and VDDQ must be within 300 mV of each other at all times; and VREFCA must be not greater than 0.6 x VDDQ, When VDD and
VDDQ are less than 500 mV; VREFCA may be equal to or less than 300 mV.

Note 4. VPP must be equal or greater than VDD/VDDQ at all times.

Note 5. Refer to overshoot area above 1.5V

Table 69. Temperature Range

Symbol Parameter Values Unit | Note
0~95(ET)
Toper Operating Temperature Range -40 ~ 95 (IT) °C | 1,2
-40 ~ 105 (AT)

Note 1. Operating temperature is the case surface temperature on center/top of the DRAM.
Note 2. Some applications require operation of the DRAM in the Extended Temperature Range between 85°C and 95°C case temperature. Full
specifications are guaranteed in this range, but the following additional apply.
a. Refresh commands must be doubled in frequency, therefore, reducing the Refresh interval tREFI to 3.9us. It is also possible to specify a
component with 1x refresh (tREFI to 7.8us) in the Extended Temperature Range.

Table 70. Recommended DC Operating Conditions

Symbol Parameter Min. Typ. Max. Unit | Note
Vpp Supply Voltage 1.14 1.2 1.26 \Y 1,2,3
Vbba Supply Voltage for Output 1.14 1.2 1.26 \% 1,2,3
Vep DRAM Activating Power Supply 2.375 25 2.75 \Y 3

Note 1. Under all conditions VDDQ must be less than or equal to VDD.
Note 2. VDDQ tracks with VDD. AC parameters are measured with VDD and VDDQ tied together.
Note 3. DC bandwidth is limited to 20MHz.
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AC and DC Input Measurement Levels

Table 71. Single-Ended AC and DC Input Levels for Command and Address

DDR4-2666 _

Symbol Parameter Min. Max. Unit | Note
ViH.caDCss) DC input logic high Vrerca *+ 0.065 Voo vV
ViLca(pcss) DC input logic low Vss Vrerca- 0.065 \Y;

ViH.cAAC90) AC input logic high Vrer + 0.09 - \% 1,2

ViL.caacso) AC input logic low - Vrer - 0.109 \Y; 1,2

VREFCA(DC) Reference Voltage for ADD, CMD inputs 0.49 x Vop 0.51 x Vop Y, 2,3

Note 1. See “Overshoot and Undershoot Specifications”

Note 2. The AC peak noise on Vrercamay not allow Vrerca to deviate from Vrercapc) by more than + 1% Voo (for reference: approx.
+12mV)

Note 3. For reference: approx. VDD/2 + 12 mV

AC and DC Input Measurement Levels: VREF Tolerances
The dc-tolerance limits and ac-noise limits for the reference voltages VREFCA is illustrated in the following
figure. It shows a valid reference voltage VREF(t) as a function of time. (VREF stands for VREFCA).

VREF(DC) is the linear average of VREF(t) over a very long period of time (e.g., 1 sec). This average has
to meet the min/max requirements in previous page. Furthermore VREF(t) may temporarily deviate from
VREF(DC) by no more than +1% VDD.

The voltage levels for setup and hold time measurements VIH(AC), VIH(DC), VIL(AC), and VIL(DC) are
dependent on VREF.

“VREF ” shall be understood as VREF(DC).

This clarifies that dc-variations of VREF affect the absolute voltage a signal has to reach to achieve a valid
high or low level and therefore the time to which setup and hold is measured. System timing and voltage
budgets need to account for VREF(DC) deviations from the optimum position within the data-eye of the
input signals.

This also clarifies that the DRAM setup/hold specification and derating values need to include time and

voltage associated with VREF ac-noise. Timing and voltage effects due to ac-noise on VREF up to the
specified limit (1% of VDD) are included in DRAM timings and their associated deratings
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Figure 185. lllustration of VREF(DC) tolerance and VREF AC-noise limits
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Differential signal definition
Figure 186. Definition of differential ac-swing and “time above ac-level” tDVAC
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MOTE 1. Differential signal rizing edge from VIL.DIFF. MAX to VIH.DIFF MIN must be monotonic slope.
MOTE 2. Differential signal falling edge from VIH.DIFF.MIN to VIL.DIFF MAX must be monotenic slepe.

Differential swing requirements for clock (CK — CK#)
Table 72. Differential AC and DC Input Levels

Symbol Parameter in. DDR4-2666 Max. Unit | Note
Vit |Differential input high 135 - mvV | 13
Vi |Differential input low - -135 mv | 1,3

Vingiac) |Differential input high ac |2 X (Vinac) - VRer) - vV | 23

Viudiac) | Differential input low ac - 2x(Miacy-Vrer)| V | 2,3

Note 1. Used to define a differential signal slew-rate.
Note 2. For CK — CK# use VIH.CA/VIL.CA(AC) of ADD/CMD and VREFCA;

Note 3. These values are not defined; however, the differential signals CK — CK#, need to be within the respective limits (Vin.capc) max: ViL.capcymin) for
single-ended signals as well as the limitations for overshoot and undershoot.
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Table 73. Allowed time before ringback (tDVAC) for CK — CK#

Slew Rate @ |V|H/|E[3i\f/f(A/§:c[ﬁs=] 200 mV @ |V|H/|_t3¥(/f&%¥|)s=] TBD mV
[Vins] Min. Max. Min. Max.
>4.0 120 - TBD
4.0 115 - TBD
3.0 110 - TBD
2.0 105 - TBD
1.8 100 - TBD
16 95 - TBD
14 90 - TBD
12 85 - TBD
1.0 80 - TBD
<1.0 80 - TBD

Single-ended requirements for differential signals
Each individual component of a differential signal (CK, CK#) has also to comply with certain requirements
for single-ended signals.

CK and CK# have to approximately reach VSEHmin / VSELmax (approximately equal to the ac-levels
(VIH.CA(AC) / VIL.CA(AC)) for ADD/CMD signals) in every half-cycle.

Note that the applicable ac-levels for ADD/CMD might be different per speed-bin etc. E.g., if Different value
than VIH.CA(AC100)/VIL.CA(AC100) is used for ADD/CMD signals, then these ac-levels apply also for the
single- ended signals CK and CK#.

Figure 187. Definition of differential ac-swing and “time above ac-level” tDVAC
YpporVeogr - — ——————————————————————— — —

Voo/2 orVopo/2

VSEL max

Vss OF Vsso

Note that, while ADD/CMD signal requirements are with respect to VREFCA, the single-ended components
of differential signals have a requirement with respect to VDD/2; this is nominally the same. The transition
of single-ended signals through the ac-levels is used to measure setup time. For single-ended components
of differential signals the requirement to reach VSELmax, VSEHmIn has no bearing on timing, but adds a
restriction on the common mode characteristics of these signals.
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Table 74. Single-ended levels for CK, CK#

Symbol Parameter DDR4-2666 Unit | Note
Min. Max.
. . (Vool2) +
Vsen Single-ended high-level for CK, CK# 0.095 - \ 1-3
. (Voo/2) -
VseL Single-ended low-level for CK, CK# - 0.095 \% 1-3

Note 1. For CK — CK# use VIH.CA/VIL.CA(AC)Of ADD/CMD

Note 2. VIH.CA/VIL.CA(AC) for ADD/CMD is based on VREFCA

Note 3. These values are not defined; however, the differential signals CK — CK#, need to be within the respective limits (ViH.capc) max, ViL.capcymin) for
single-ended signals as well as the limitations for overshoot and undershoot.
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Address, Command and Control Overshoot and Undershoot specifications

Table 75. AC overshoot/undershoot for Address, Command and Control pins

Symbol Parameter DDR4-2666 Unit | Note

Vaosp Maximum peak amplitude above Vaos 0.06 \'

Vaos Upper boundary of overshoot area Aapst Vop + 0.24 \Y 1
Vaus Maximum peak amplitude allowed for undershoot 0.30 \

Anos2 Maximum overshoot area per 1 tck above Vaos 0.0055 V-ns

Anos1 Maximum overshoot area per 1 tck between Vpp and Vaos 0.1699 V-ns

Aaus Maximum undershoot area per 1 tck below Vss 0.1762 V-ns

(A0-A13, BGO, BAO-BA1, ACT#, RAS#/A16, CAS#/A15, WE#/A14, CS#, CKE, ODT)

Note 1. The value of Vaos matches Vpp absolute max as defined in “Absolute Maximum DC Ratings”. Absolute Maximum DC
Ratings if Vpp equals Vpp max as defined in "Recommended DC Operating Conditions”. If Vpp is above the
recommended operating conditions, Vaos remains at Vpp absolute max as defined in “Absolute Maximum DC Ratings”

Figure 188. Address, Command and Control Overshoot and Undershoot Definition
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Clock Overshoot and Undershoot Specifications

Table 76. AC overshoot/undershoot specification for Clock

Symbol Parameter DDR4-2666 Unit | Note

Vcosp Maximum peak amplitude above Vcos 0.06 \

Vecos Upper boundary of overshoot area Apos+ Vpp + 0.24 \Y 1
Veus Maximum peak amplitude allowed for undershoot 0.30 \%

Acos2 Maximum overshoot area per 1 Ul above Vcos 0.0025 V-ns

Acos1 Maximum overshoot area per 1 Ul between Vpp and Vpos 0.0750 V-ns

Acus Maximum undershoot area per 1 Ul below Vss 0.0762 V-ns

(CK, CK#)

Note 1. The value of Vcos matches Vpp absolute max as defined in “Absolute Maximum DC Ratings”. Absolute Maximum DC
Ratings if Vpp equals Vpp max as defined in "Recommended DC Operating Conditions”. If Vpp is above the
recommended operating conditions, Vcos remains at Vpp absolute max as defined in “Absolute Maximum DC Ratings”

Figure 189. Clock Overshoot and Undershoot Definition
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Data, Strobe and Mask Overshoot and Undershoot Specifications

Table 77. AC overshoot/undershoot specification for Clock

Symbol Parameter DDR4-2400 | DDR4-2666 | Unit | Note

Vbosp Maximum peak amplitude above Vpos 0.16 TBD \%

Vbos Upper boundary of overshoot area Apos1 Vppq + 0.24 TBD Y,

Vbus Lower boundary of undershoot area Apus+ 0.30 TBD \Y 2
Vbusp Maximum peak amplitude below Vpys 0.10 TBD \%

Abos2 Maximum overshoot area per 1 Ul above Vpos 0.0100 TBD V-ns

Apos1 Maximum overshoot area per 1 Ul between Vppa and Vpos 0.0700 TBD V-ns

Acus1 Maximum undershoot area per 1 Ul between Vssq and Vpus1 0.0700 TBD V-ns

Acus2 Maximum undershoot area per 1 Ul below Vpus 0.0100 TBD V-ns

(DQ, DQS, DQS#, DM#, DBI#)

Note 1. The value of Vpos matches (Vin, Vout) max as defined in “Absolute Maximum DC Ratings”. Absolute
Maximum DC Ratings if Vppq equals Vppqg max as defined in "Recommended DC Operating Conditions”.
If Vbpa is above the recommended operating conditions, Vpos remains at (Vin, Vout) max as defined in
“Absolute Maximum DC Ratings”

Note 2. The value of Vpys matches (Vin, Vour) min as defined in “Absolute Maximum DC Ratings”.

Figure 190. Data, Strobe and Mask Overshoot and Undershoot Definition
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Table 78. Capacitance

Symbol Parameter DDR4-2666 Unit | Note
Min. Max.
Cio Input/output capacitance 0.55 1.15 pF 1,2,3
Coo Input/output capacitance delta -0.1 0.1 pF |1,2,3,11
Copas Input/output capacitance delta DQS and DQS# - 0.05 pF | 1,235
Cex Input capacitance, CK and CK# 0.2 0.7 pF 1,3
Cocx Input capacitance delta CK and CK# - 0.05 pF 1,34
C Input capacitance(CTRL, ADD, CMD pins only) 0.2 0.7 pF 1,3,6
Coi_ctre Input capacitance delta (All CTRL pins only) -0.1 0.1 pF | 1,3,7,8
Coi_apb_cvp Input capacitance delta (All ADD/CMD pins only) -0.1 0.1 pF 1,2,9,10
Cacert Input/output capacitance of ALERT 0.5 1.5 pF 1,3
Cza Input/output capacitance of ZQ - 23 pF | 1,3,12
Cren Input capacitance of TEN 0.2 23 pF | 1,3,13

Note 1. This parameter is not subject to production test. It is verified by design and characterization. The silicon only capacitance is validated by
deembedding the package L and C parasitic. The capacitance is measured with Vop, Vopa, Vss, Vssa applied with all other signal pins
floating. Measurement procedure TBD.Used to define a differential signal slew-rate.

Note 2. DQ, DM#, DQS, DQS#. Although the DM pins have different functions, the loading matches DQ and DQS.

Note 3. This parameter applies to monolithic devices only; stacked/dual-die devices are not covered here.

Note 4. Absolute value CK-CK#.

Note 5. Absolute value of Cio(DQS) - Cio(DQSH#).

Note 6. C, applies to ODT, CS#, CKE, A0-A16, BAO-BA1, BGO, RAS#/A16, CAS#/A15, WE#/A14, ACT# and PAR.

Note 7. Cp|_ctrL applies to ODT, CS# and CKE.

Note 8. CDI_CTRL = C|(CTRL) -0.5x ( C|(CLK) + C|(CLK#)).

Note 9. Cp|_app_cmp applies to, A0-A16, BAO-BA1, BGO, RAS#/A16, CAS#/A15, WE#/A14, ACT# and PAR.

Note 10. CDLADDfCMD = C|(ADD_CMD) -0.5x ( C|(CLK) + C|(CLK#)).

Note 11. CDIO = C|o(DQ,DM) -0.5x (C|o(DQS) + C|o(DQS#)).

Note 12. Maximum external load capacitance on ZQ pin: TBD pF.

Note 13. TEN pin may be DRAM internally pulled low through a weak pull-down resistor to VSS. In this case CTEN might not be valid and system

shall verify TEN signal with vendor specific information.
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Table 79. DRAM package electrical specifications

DDR4-2666
Symbol Parameter Min. Max. Unit Note
Zo IInput/output Zpkg 45 85 Q 1,2,4,5,10
Tao Input/output Pkg Delay 14 45 ps 1,3,4,5,10
Lio Input/Output Lpkg - 34 nH 10,11
Cio Input/Output Cpkg - 0.82 pF 10,12
Ziopas DQS, DQS# Zpkg 45 85 Q 1,2,5,10
Taio bas DQS, DQS# Pkg Delay 14 45 ps 1,3,5,10
Lio bas DQS Lpkg - 34 nH 10,11
Ciobas DQS Cpkg - 0.82 pF 10,12
Delta Zpkg UDQS, UDQS# - 10 Q 1,2,5,7
DZDIO DQS
Delta Zpkg LDQS, LDQS# - 10 Q 1,3,5,7
Delta Delay UDQS, UDQS# - 5 ps 1,2,5,9,10
Drdpiopas
Delta Delay LDQS, LDQS# - 5 ps 1,3,5,9,10
ZictR Input CTRL pins Zpkg 50 90 Q 10,11
Tai_ctrL Input CTRL pins Pkg Delay 14 42 ps 10,12
LicTrL Input CTRL Lpkg - 34 nH 1,2,5,8,10
Cicrr Input CTRL Cpkg - 07 pF 1,3,5,8,10
Zippp cMD Input- CMD ADD pins Zpkg 50 90 Q 10,11
Taiabo_cmp Input- CMD ADD pins Pkg Delay 14 52 ps 10,12
Li Abo cvp Input CMD ADD Lpkg - 3.9 nH 1,2,5,10
Ci abp cmp Input CMD ADD Cpkg - 0.86 pF 1,3,5,10
Zox CLK# Zpkg 50 90 Q 10,11
Tdex CLK# Pkg Delay 14 42 ps 10,12
Licik Input CLK Lpkg - 3.4 nH 1,2,5,6
Cick Input CLK Cpkg - 0.7 pF 1,3,5,6
DZpck Delta Zpkg CLK# - 10 Q 1,2,5,10
Drack Delta Delay CLK# - 5 ps 1,3,5,10
Zoza ZQ Zpkg - 100 Q 1,2,5,10
Tdoza ZQ Delay 20 90 ps 1,3,5,10
Zo ALERT ALERT Zpkg 40 100 Q 1,2,4,5,10
Tdo aert ALERT Delay 20 55 ps 1,3,4,5,10

Note 1. This parameter is not subject to production test. It is verified by design and characterization. The package parasitic (L and C) are validated
using package only samples. The capacitance is measured with Vpp, Vopa, Vss, Vssq shorted with all other signal pins floating. The
inductance is measured with Vpp, Vopa, Vss, Vssa shorted and all other signal pins shorted at the die side (not pin). Measurement procedure
TBD.

Note 2. Package only impedance (Zpkg) is calculated based on the Lpkg and Cpkg total for a given pin where:

Zpkg (total per pin) = SQRT (Lpkg/Cpkg).
Note 3. Package only delay(Tpkg) is calculated based on Lpkg and Cpkg total for a given pin where:
Tdpkg (total per pin) = SQRT (Lpkg x Cpkg).

Note 4. Z,o and Tqo applies to DQ, DM.

Note 5. This parameter applies to monolithic devices only.

Note 6. Absolute value of Zck-Zcks for impedance(Z) or absolute value of Tdck-Tdcks for delay(Td).

Note 7. Absolute value of Zio(DQS)-Zo(DQS#) for impedance(Z) or absolute value of Tqo(DQS)-Tao(DQS#) for delay(Td).

Note 8. ZlADD CcMD & leADD_ CcMD applies to AO-A13, ACT#, BAO-BA1, BGO, RAS#/A16, CAS#/A15, WE#/A14 and PAR.

Note 9. Z| CTRL & Td|_ CTRL applies to ODT, CS# and CKE.

Note 10. Package implementations shall meet spec if the Zpkg and Pkg Delay fall within the ranges shown, and the maximum Lpkg and Cpkg do
not exceed the maximum value shown.

Note 11. It is assumed that Lpkg can be approximated as Lpkg = Zo x Td.

Note 12. It is assumed that Cpkg can be approximated as Cpkg = Td/Zo.
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Ibp and Ibpa Specification Parameters and Test conditions

In this chapter, Iop, Irr and Ibba measurement conditions such as test load and patterns are defined and setup and
test load for lop, Irp and Ibba measurements are also described here.

Ipp currents (such as Ippo, Iopoa, Ibo1, lop1a, Ibo2ns Ipb2nas Iopants Iopants Iopze, lbb2as Ibbsns Iopana, lopse, Ibpar, Ippara
Iopaws Iopawa, lbpss, lbpsr2, Iopsras Iopens Ippees Ipbsrs Ipbea, Ioo7 @nd Ipps) are measured as time- averaged currents
with all Voo balls of the DDR4 SDRAM under test tied together. Any lep or Iopa current is not included in lop
currents.

Ipp currents have the same definition as Iop except that the current on the Vep supply is measured.

Ippa currents (such as Iopaznt and Ippasr) are measured as time-averaged currents with all Vopa balls of the DDR4
SDRAM under test tied together. Any lpp current is not included in lopa currents.

Attention: lppa values cannot be directly used to calculate IO power of the DDR4 SDRAM. They can be used to
support correlation of simulated IO power to actual IO power. In DRAM module application, Ippa cannot be
measured separately since Voo and Vbbpa are using one merged-power layer in Module PCB.

For lop, Irp and Ibpa measurements, the following definitions apply:
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“0” and “LOW” is defined as ViN ~ ViLac(max).

“1” and “HIGH” is defined as ViN  ViHAC(min).

“MID-LEVEL" is defined as inputs are Vrer = Vop / 2.

Timings used for Ipop, Ipp and Ippa Measurement-Loop Patterns are described Timings used for Ipp, Irp and lopa
Measurement-Loop Patterns.

Basic Iop, Irp and Ioba Measurement Conditions are described in: Basic lop, Ipp and Ibppa Measurement Conditions.
Detailed Ipp, Irp and lopa are described in table: lbpo, Ibboa and lpro Measurement-Loop Pattern through lop?
Measurement-Loop Pattern.

Iob Measurements are done after properly initializing the DDR4 SDRAM. This includes but is not limited to setting:
- Ron =RZQ/7 (34 Ohm in MR1);

- Rrr_nom = RZQ/6 (40 Ohm in MR1);

- Rrr.wr=RZQ/2 (120 Ohm in MR2);

- Rrr_park = Disable;

- Qoff = 0B (Output Buffer enabled) in MR1

- CRC disabled in MR2;

- CA parity feature disabled in MRS5;

- Gear down mode disabled in MR3;

- Read/Write DBI disabled in MRS5;

- DM disabled in MR5

Attention: The Iop, Irr and Iopa Measurement-Loop Patterns need to be executed at least one time before actual lop
or Ioba measurement is started.

Define D = {CS#, ACT#, RAS#, CAS#, WE#}:= {HIGH, LOW, LOW, LOW, LOW}; apply BG/BA changes when
directed.

Define D# = {CS#, ACT#, RAS#, CAS#, WE#}:= {HIGH, HIGH, HIGH, HIGH, HIGH}; apply invert of BG/BA
changes when directed above.
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Figure 191. Measurement Setup and Test Load for IDD, IPP and IDDQ Measurements
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Note 1: DIMM level Output test load condition may be different from above.

Figure 192. Correlation from simulated Channel 10 Power to actual Channel 10 Power
supported by IDDQ Measurement
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4Gb (x16) DDR4 Synchronous DRAM

256Mx16 - NDQ46P

Table 80. Timings used for IDD, IPP and IDDQ Measurement

NDQ46PFIv1.2-4Gb(x16)20260105

Symbol DDR4-2666 Unit
tCK 0.75 ns

CL 19 nCK

CWL 18 nCK

nRCD 19 nCK

nRC 62 nCK

nRAS 43 nCK

nRP 19 nCK

x4 16 nCK

nFAW x8 28 nCK

x16 40 nCK

x4 4 nCK

nRRDS x8 4 nCK

x16 8 nCK

x4 7 nCK

nRRDL x8 7 nCK

x16 9 nCK

tCCD_S 4 nCK
tCCD_L 7 nCK
tWTR_S 4 nCK
tWTR_L 10 nCK
nRFC 4Gb 347 nCK
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Table 81. Basic IDD, IPP and IDDQ Measurement Conditions

Symbol Description

Operating One Bank Active-Precharge Current (AL=0)

CKE: High; External clock: On; tCK, nRC, nRAS, CL: see IDD timing table; BL: 8; AL: 0; CS#: High between ACT
IDDO and PRE; Command, Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop
table; Data 10: VDDQ; DM#: stable at 1; Bank Activity: Cycling with one bank active at a time: 0,0,1,1,2,2,... (see
IDD Loop table); Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at 0; Pattern Details: see
IDD Loop table

Operating One Bank Active-Precharge Current (AL=CL-1)

IDDOA AL = CL-1, Other conditions: see IDD0O

Operating One Bank Active-Precharge IPP Current

IPPO Same condition with IDDO

Operating One Bank Active-Read-Precharge Current (AL=0)

CKE: High; External clock: On; tCK, nRC, nRAS, nRCD, CL: see IDD timing table; BL: 8"; AL: 0; CS#: High
between ACT, RD and PRE; Command, Address, Bank Group Address, Bank Address Inputs, Data 10: partially
toggling according to IDD Loop table; DM#: stable at 1; Bank Activity: Cycling with one bank active at a time:
0,0,1,1,2,2,... (see IDD Loop table); Output Buffer and RTT: Enabled in Mode Registers?;, ODT Signal: stable at 0;
Pattern Details: see IDD Loop table

IDD1

Operating One Bank Active-Read-Precharge Current (AL=CL-1)

IDD1A AL = CL-1, Other conditions: see IDD1

Operating One Bank Active-Read-Precharge IPP Current

IPP1 Same condition with IDD1

Precharge Standby Current (AL=0)

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
IDD2N Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10: VDDQ; DM#:
stable at 1; Bank Activity: all banks closed; Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable
at 0; Pattern Details: see IDD Loop table

Precharge Standby Current (AL=CL-1)

IDD2NA AL = CL-1, Other conditions: see IDD2N

Precharge Standby IPP Current

IPP2N Same condition with IDD2N

Precharge Standby ODT Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
IDD2NT Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data |10: VSSQ; DM#:
stable at 1; Bank Activity: all banks closed; Output Buffer and RTT: Enabled in Mode Registers;, ODT Signal:
toggling according to IDD Loop table; Pattern Details: see to IDD Loop table

IDDQ2NT Precharge Standby ODT IDDQ Current
(Optional) Same definition like for IDD2NT, however measuring IDDQ current instead of IDD current
IDD2NL Precharge Standby Current with CAL enabled

Same definition like for IDD2N, CAL enabled?®

Precharge Standby Current with Gear Down mode enabled

IDD2NG Same definition like for IDD2N, Gear Down mode enabled®58

IDD2ND Precharge Standby Current with DLL disabled
Same definition like for IDD2N, DLL disabled®

IDD2N_par Precharge Standby Current with CA parity enabled

- Same definition like for IDD2N, CA parity enabled®

Precharge Power-Down Current

IDD2P CKE: Low; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
Bank Group Address, Bank Address Inputs: stable at 0; Data 10: VDDQ; DM#: stable at 1; Bank Activity: all banks
closed; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0

IPP2P Precharge Power-Down IPP Current
Same condition with IDD2P
Precharge Quiet Standby Current

IDD2Q CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,

Bank Group Address, Bank Address Inputs: stable at 0; Data 10: VDDQ; DM#: stable at 1;Bank Activity: all banks
closed; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0

Active Standby Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
IDD3N Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data 10: VDDQ; DM#:
stable at 1;Bank Activity: all banks open; Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable
at 0; Pattern Details: see IDD Loop table

Active Standby Current (AL=CL-1)

IDD3NA AL = CL-1, Other conditions: see IDD3N
Active Standby IPP Current
IPP3N Same condition with IDD3N
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IDD3P

Active Power-Down Current

CKE: Low; External clock: On; tCK, CL: see IDD timing Table; BL: 8'; AL: 0; CS#: stable at 1; Command, Address,
Bank Group Address, Bank Address Inputs: stable at 0; Data 10: VDDQ; DM#: stable at 1; Bank Activity: all banks
open; Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at 0

IPP3P

Active Power-Down IPP Current
Same condition with IDD3P

IDD4R

Operating Burst Read Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 82; AL: 0; CS#: High between RD; Command,
Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data IO:
seamless read data burst with different data between one burst and the next one according to IDD Loop table;
DM#: stable at 1; Bank Activity: all banks open, RD commands cycling through banks: 0,0,1,1,2,2,... (see IDD Loop
table); Output Buffer and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0; Pattern Details: see IDD Loop
table

IDD4RA

Operating Burst Read Current (AL=CL-1)
AL = CL-1, Other conditions: see IDD4R

IDD4RB

Operating Burst Read Current with Read DBI
Read DBI enabled®, Other conditions: see IDD4R

IPP4R

Operating Burst Read IPP Current
Same condition with IDD4R

IDDQ4R
(Optional)

Operating Burst Read IDDQ Current
Same definition like for IDD4R, however measuring IDDQ current instead of IDD current

IDDQ4RB
(Optional)

Operating Burst Read IDDQ Current with Read DBI
Same definition like for IDD4RB, however measuring IDDQ current instead of IDD current

IDD4W

Operating Burst Write Current

CKE: High; External clock: On; tCK, CL: see IDD timing table; BL: 8'; AL: 0; CS#: High between WR; Command,
Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table; Data IO:
seamless write data burst with different data between one burst and the next one according to IDD Loop table;
DM#: stable at 1; Bank Activity: all banks open, WR commands cycling through banks: 0,0,1,1,2,2,... (see IDD Loop
table); Output Buffer and RTT: Enabled in Mode Registers?, ODT Signal: stable at HIGH; Pattern Details: see IDD
Loop table

IDD4WA

Operating Burst Write Current (AL=CL-1)
AL = CL-1, Other conditions: see IDD4W

IDD4WB

Operating Burst Write Current with Write DBI
Write DBI enabled?®, Other conditions: see IDD4W

IDD4WC

Operating Burst Write Current with Write CRC
Write CRC enabled?®, Other conditions: see IDD4W

IDD4W_p
ar

Operating Burst Write Current with CA Parity
CA Parity enabled®, Other conditions: see IDD4W

IPP4W

Operating Burst Write IPP Current
Same condition with IDD4W

IDD5B

Burst Refresh Current (1X REF)

CKE: High; External clock: On; tCK, CL, nRFC: see IDD timing table; BL: 8'; AL: 0; CS#: High between REF;
Command, Address, Bank Group Address, Bank Address Inputs: partially toggling according to IDD Loop table;
Data |0: VDDQ; DM#: stable at 1; Bank Activity: REF command every nRFC (see IDD Loop table); Output Buffer
and RTT: Enabled in Mode Registers?; ODT Signal: stable at 0; Pattern Details: see IDD Loop table

IPP5B

Burst Refresh Write IPP Current (1X REF)
Same condition with IDD5B

IDD5F2

Burst Refresh Current (2X REF)
tRFC=tRFC_x2, Other conditions: see IDD5B

IPP5F2

Burst Refresh Write IPP Current (2X REF)
Same condition with IDD5F2

IDD5F4

Burst Refresh Current (4X REF)
tRFC=tRFC_x4, Other conditions: see IDD5B

IPP5F4

Burst Refresh Write IPP Current (4X REF)
Same condition with IDD5F4

IDD6N

Self Refresh Current: Normal Temperature Range

Tease: 0 - 85°C; Low Power Auto Self Refresh (LP ASR) : Normal*; CKE: Low; External clock: Off; CK and CK#:
LOW; CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#: stable at 1; Bank Activity: Self-Refresh operation; Output Buffer and RTT: Enabled in Mode
Registers? ODT Signal: MID-LEVEL

IPP6N

Self Refresh IPP Current: Normal Temperature Range
Same condition with IDD6N
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Self-Refresh Current: Extended Temperature Range
Tease: 0 - 95°C; Low Power Auto Self Refresh (LP ASR): Extended*; CKE: Low; External clock: Off; CK and CK#:
IDD6E LOW; CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#:stable at 1; Bank Activity: Extended Temperature Self-Refresh operation; Output Buffer and RTT:
Enabled in Mode Registers?;, ODT Signal: MID-LEVEL
IPP6E Self Refresh IPP Current: Extended Temperature Range
Same condition with IDD6E
Self-Refresh Current: Reduced Temperature Range
Tease: 0 - 45°C; Low Power Auto Self Refresh (LP ASR) : Reduced*; CKE: Low; External clock: Off; CK and CK#:
IDD6R LOW; CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data
10: High; DM#:stable at 1; Bank Activity: Extended Temperature Self-Refresh operation; Output Buffer and RTT:
Enabled in Mode Registers?, ODT Signal: MID-LEVEL
IPP6R Self Refresh IPP Current: Reduced Temperature Range
Same condition with IDD6R
Auto Self-Refresh Current
Tease: 0 - 95°C; Low Power Auto Self Refresh (LP ASR) : Auto*; CKE: Low; External clock: Off; CK and CK#: LOW;
IDD6A CL: see IDD timing table; BL: 8'; AL: 0; CS#, Command, Address, Bank Group Address, Bank Address, Data 10:
High; DM#: stable at 1; Bank Activity: Auto Self-Refresh operation; Output Buffer and RTT: Enabled in Mode
Registers% ODT Signal: MID-LEVEL
IPPEA Auto Self-Refresh IPP Current
Same condition with IDD6A
Operating Bank Interleave Read Current
CKE: High; External clock: On; tCK, nRC, nRAS, nRCD, nRRD, nFAW, CL: see IDD timing table; BL: 8; AL: CL-1;
CS#: High between ACT and RDA; Command, Address, Bank Group Address, Bank Address Inputs: partially
IDD7 toggling according to IDD Loop table; Data |O: read data bursts with different data between one burst and the next
one according to IDD Loop table; DM#: stable at 1; Bank Activity: two times interleaved cycling through banks (0,
1, ...7) with different addressing, see IDD Loop table; Output Buffer and RTT: Enabled in Mode Registers?;, ODT
Signal: stable at 0; Pattern Details: see IDD Loop table
IPP7 Operating Bank Interleave Read IPP Current
Same condition with IDD7
Note 1. Burst Length: BL8 fixed by MRS: set MRO A[1:0] =00.

Note 2.

Note 3.

Note 4.

Note 5.
Note 6.
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Output Buffer Enable:

- set MR1 A12 = 0: Qoff = Output buffer enabled

- set MR1 A [2:1] = 00: Output Driver Impedance Control = RZQ/7

Rt nomenable: set MR1 A [10:8] = 011: Rrr_nom=RZQ/6

Rrr wrenable: set MR2 A [10:9] = 01: Ryr_wr= RZQ/2

RTT_PARK disable: set MR5 A [86] =000

CAL Enabled: set MR4 A [8:6] = 001: 1600 MT/s, 010: 1866MT/s, 2133MT/s, 011: 2400MT/s, 2666MT/s
Gear Down mode enabled: set MR3 A3 = 1:1/4 Rate

DLL disabled: set MR1 A0 =0

CA parity enabled: set MR5 A [2:0] = 001:1600MT/s, 1866MT/s, 2133MT/s, 010:2400MT/s, 2666MT/s
Read DBI enabled: set MR5 A12 = 1

Write DBI enabled: set: MR5 A11 =1

Low Power Array Self Refresh (LP ASR)

- set MR2 A [7:6] = 00: Normal

- set MR2 A [7:6] = 01: Reduced Temperature range

- set MR2 A [7:6] = 10: Extended Temperature range

- set MR2 A [7:6] = 11:Auto Self Refresh

Iop2ng Should be measured after sync pulse (NOP) input.

AL is not supported for x16 device.




4Gb (x16) DDR4 Synchronous DRAM

256Mx16 - NDQ46P

Table 82. IDDO, IDDOA and IPP0 Measurement - Loop Pattern!']

glg CKE f::p Nﬁ?’:;; CMD | cs# | ACT# R:f:’ CAAf:’ WEH | oot BGS " Bao1| A12 A% | A10 |A9-A7|A6-A3 |A2-A0 |Data

0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1-2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 3-4 D#D#| 1 1 1 1 1 0 32 3 0 0 0 7 F 0 -
0 Repeat pattern 1...4 until nNRAS - 1; truncate if necessary
o [nras [pre[ o [ 1 [ o[ 1 oo ofofJo]o]o]ol]o]ol]-
0 Repeat pattern 1...4 until nRC - 1; truncate if necessary
1 1xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=1 instead
2 2xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 3xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=3 instead

g E, 4 4xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead

2 g 5 5xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=2 instead

= % 6 6xnRC Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 7xnRC Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=0 instead
8 8xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 9xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=1 instead
10 10xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 | 11xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=3 instead For x4
12 12xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead xsazgly
13 | 13xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=2 instead
14 | 14xnRC Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 | 15xnRC Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are Vppa.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppa.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 83. IDD1, IDD1A and IPP1 Measurement - Loop Pattern!']

CK/ Sub- Cycle RAS#/|CAS#/| WE#/ BGO0-1 A12/ | A13, a1
CK# CKE Loop Number CMD | CS# | ACT# A16 | A5 | A14 oDT 21 |BAO-1 BC# | A1 A10 |A9-A7|A6-A3|A2-A0 (Datal
0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1-2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 3-4 D#,D#| 1 1 1 1 1 0 3@ 3 0 0 0 7 F 0 -
0 Repeat pattern 1...4 until NRCD-AL-1; truncate if necessary
D0=00,
D1=FF
D2=FF,
D3=00
0 nRCD-AL RD 0 1 1 0 1 0 0 0 0 0 0 0 0 0 |pa=FF,
D5=00
D6=00,
D7=FF
0 Repeat pattern 1...4 until nRAS-1; truncate if necessary
0 nRAS PRE|O|1|0|1|O|0|0|O|0|0|0|0|0|O|-
0 Repeat pattern 1...4 until nRC-1; truncate if necessary
1 1xnRC+0 ACT 0 0 0 1 1 0 1 1 0 0 0 0 0 0 -
1 1xnRC+1,2 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 1xnRC+3,4 |D#,D#| 1 1 1 1 1 0 312 3 0 0 0 7 F 0 -
1 Repeat pattern nRC+1...4 until 1xnRC+nRAS-1; truncate if necessary
DO=FF,
D1=00
1%NRC D2=00,
< xn D3=FF
‘_? % 1 +nRCD-AL RD 0 1 1 0 1 0 1 1 0 0 0 0 0 0 B‘éf‘é%
§ 8 D6=FF,
= % D7=00
1 Repeat pattern 1...4 until nRAS-1; truncate if necessary
1 |1xnras+nras|PRE] 0 [ 1 [ o [ 1 [ oo 1 [ 1 [ofofo]o]o]o]-
Repeat nRC+1...4 until 2xnRC-1; truncate if necessary
2 2xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=2 instead
3 3xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=3 instead
4 4xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=1 instead
5 5xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=2 instead
6 6xnRC Repeat sub-loop 0, use BG[1:0]=0, use BA[1:0]=3 instead
8 7xnRC Repeat sub-loop 1, use BG[1:0]=1, use BA[1:0]=0 instead
9 9xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=0 instead
10 10xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=1 instead
11 11xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=2 instead
12 12xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=3 instead For:j(4
an
13 13xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=1 instead x8 only
14 14xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=2 instead
15 15xnRC Repeat sub-loop 1, use BG[1:0]=2, use BA[1:0]=3 instead
16 16xnRC Repeat sub-loop 0, use BG[1:0]=3, use BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to RD Commands, otherwise Vppq.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command. Outside burst operation, DQ signals are Vppa.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 84. IDD2N, IDD2NA, IDD2NL, IDD2NG, IDD2ND, IDD2N par, IPP2, IDD3N, IDD3NA and
IDD3P Measurement - Loop Pattern!']

gl'((; CKE f::p Nﬁmzr CMD | CS# | ACT# R:f:’ c:135#/ "X'ff’ oot (%1 BA0-1 o ‘:1131' A10 |A9-A7 |A6-A3 |A2-A0 |Datal

0 0 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 2 D#,D#| 1 1 1 1 1 0 3@ 3 0 0 0 7 F 0 0
0 3 D#,D#| 1 1 1 1 1 0 31 3 0 0 0 7 F 0 0
1 4-7 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=1 instead
2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 12-15 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead

g :g:, 5 20-23 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=2 instead

§ _% 6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead

= %] 7 28-31 Repeat sub-loop 0, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 44-47 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=3 instead
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead
13 52-55 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 0, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are Vppo.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppa.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 85. IDD2NT and IDDQ2NT Measurement - Loop Pattern!']

| e f::p aoyele | oM | cs# | acT# | RaSH| CASH!| VIER! | opr |BGO-1Bag.1| g1 | A1% | A10 |A9-A7|A6-A3|A2-A0 | Datal

0 0 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 1 D,D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 2 D#D#| 1 1 1 1 1 0 312 3 0 0 0 7 F 0 -
0 3 D#,D#| 1 1 1 1 1 0 3@ 3 0 0 0 7 F 0 -
1 4-7 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 1 instead
2 8-11 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 2 instead
3 12-15 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 3 instead
4 16-19 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 1 instead

‘_E’ % 5 20-23 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = 2 instead

2| 2 6 24-27 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 0, BA[1:0] = 3 instead

S % 7 28-31 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 1, BA[1:0] = O instead
8 32-35 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = O instead
9 36-39 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 1 instead
10 40-43 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 2 instead
11 44-47 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 3 instead For x4
12 48-51 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 1 instead Xgag?“y
13 52-55 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 2 instead
14 56-59 Repeat Sub-Loop 0, but ODT = 0 and BG[1:0] = 2, BA[1:0] = 3 instead
15 60-63 Repeat Sub-Loop 0, but ODT = 1 and BG[1:0] = 3, BA[1:0] = 0 instead

Note 1. DQS, DQS# are Vppa.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. DQ signals are Vppa.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 86. IDD4R, IDDR4RA, IDD4RB and IDDQ4R Measurement - Loop Patternl']

CK/ Sub- | Cycle RAS#/ | CAS#/ | WE#/ BGO0-1 A12/ | A13, a1
CK# CKE Loop | Number CMD | CS# | ACT# A6 | A5 | A14 oDT 21 | BAO-1 BC# | A1 A10 |A9-A7|A6-A3|A2-A0| Data
D0=00,
D1=FF
D2=FF,
D3=00
0 0 RD 0 1 1 0 1 0 0 0 0 0 0 0 0 0 D4=FF,
D5=00
D6=00,
D7=FF
0 1 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 |-
0 2-3 D#,D# 1 1 1 1 1 0 3@ 3 0 0 0 7 F 0 |-
DO=FF,
D1=00
D2=00,
D3=FF
1 4 RD 0 1 1 0 1 0 1 1 0 0 0 7 F 0 D4=00,
D5=FF
D6=FF,
D7=00
1 5 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
ey
2 %’ 1 6-7 D#,D# 1 1 1 1 1 0 312 3 0 0 0 7 F 0 -
=)
§’ "% 2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
@ 3 12-15 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 20-23 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 28-31 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 44-47 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For 34
an
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 52-55 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to RD Commands, otherwise Vppq.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 87. IDD4W, IDD4WA, IDD4WB and IDD4W par Measurement - Loop Pattern!']

CK/ Sub- | Cycle RAS#/ | CAS#/ | WE#/ BGO0-1 A12/ | A13, @l
CK# CKE Loop | Number CMD | CS# | ACT# A6 | A5 | A14 oDT 21 | BAO-1 BC# | A1 A10 |A9-A7|A6-A3|A2-A0| Datal
D0=00,
D1=FF
D2=FF,
D3=00
0 0 WR 0 1 1 0 0 1 0 0 0 0 0 0 0 0 D4=FF,
D5=00
D6=00,
D7=FF
0 1 D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
0 2-3 D#,D# 1 1 1 1 1 1 31 3 0 0 0 7 F 0 -
DO=FF,
D1=00
D2=00,
D3=FF
1 4 WR 0 1 1 0 0 1 1 1 0 0 0 7 F 0 D4=00,
D5=FF
D6=FF,
D7=00
1 5 D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
ey
2 %’ 1 6-7 D#,D# 1 1 1 1 1 1 3@ 3 0 0 0 7 F 0 -
©
§’ "% 2 8-11 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
@ 3 12-15 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 16-19 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 20-23 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 24-27 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 28-31 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 32-35 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 36-39 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 40-43 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
11 44-47 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For 34
an
12 48-51 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 52-55 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 56-59 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 60-63 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead

Note 1. DQS, DQS# are used according to WR Commands, otherwise Vppq.
Note 2. BG1 is don’t care and AL is not supported for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Write Command.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 88. IDD4WC Measurement - Loop Pattern!']

CKI/ Sub-| Cycle RAS#/| CAS#/| WE#/ BGO0-1 A12/ | A13, 3l
CK# CKE Loop| Number CMD | CS# | ACT# A16 | A5 | A14 ODT | 27 |BAO-1 BC# | A11 A10 [A9-A7|A6-A3|A2-A0| Datal
D0=00,
D1=FF
D2=FF,
D3=00
0 0 WR 0 1 1 0 0 1 0 0 0 0 0 0 0 0 |D4=FF,
D5=00
D6=00,
D7=FF
D8=CRC
0 1-2 D,D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
0 3-4 D#,D# 1 1 1 1 1 1 3@ 3 0 0 0 7 F 0 -
DO=FF,
D1=00
D2=00,
D3=FF
0 5 WR 0 1 1 0 0 1 1 1 0 0 0 7 F 0 |D4=00,
D5=FF
D6=FF,
D7=00
D8=CRC
o _-5, 0 6-7 D,D 1 0 0 0 0 1 0 0 0 0 0 0 0 0 -
sl o] &0 jowor| 1 | 1 | 1| 1] 1| 1] 3] o o] o] 7| F][ o -
2 =
= % 2 10-14 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=2 instead
3 15-19 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=3 instead
4 20-24 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=1 instead
5 25-29 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=2 instead
6 30-34 Repeat sub-loop 0, use BG[1:0]=0, BA[1:0]=3 instead
7 35-39 Repeat sub-loop 1, use BG[1:0]=1, BA[1:0]=0 instead
8 40-44 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=0 instead
9 45-49 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=1 instead
10 50-54 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=2 instead
1 55-59 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=3 instead For:j(4
an
12 60-64 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=1 instead x8 only
13 65-69 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=2 instead
14 70-74 Repeat sub-loop 0, use BG[1:0]=2, BA[1:0]=3 instead
15 75-79 Repeat sub-loop 1, use BG[1:0]=3, BA[1:0]=0 instead
Note 1. DQS, DQS# are Vppa.

Note 2. BG1 is don’t care for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Write Command.
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 89. IDD5B Measurement - Loop Pattern!']

K| ke f:gp woyele | cup | cs# |AcT#|RASHICASH) VIER | opr B Ba0-1| AL | A1 | A10 |A9-A7|A6-A3 |A2-A0 [Datal

0 0 REF 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 1 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 2 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
1 3 D#,D# 1 1 1 1 1 0 30 3 0 0 0 7 F 0 -
1 4 D#,D#| 1 1 1 1 1 0 30 3 0 0 0 7 F 0 -
1 5-8 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=1 instead
1 9-12 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=2 instead
1 13-16 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=3 instead
1 17-20 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=1 instead

:En _'JE; 1 21-24 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=2 instead

= ] 1 25-28 Repeat pattern 1...4, use BG[1:0]=0, BA[1:0]=3 instead

(S § 1 29-32 Repeat pattern 1...4, use BG[1:0]=1, BA[1:0]=0 instead
1 33-36 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=0 instead
1 37-40 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=1 instead
1 41-44 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=2 instead
1 45-48 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=3 instead Fg;é‘l
1 49-52 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=1 instead x8 only
1 53-56 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=2 instead
1 57-60 Repeat pattern 1...4, use BG[1:0]=2, BA[1:0]=3 instead
1 61-64 Repeat pattern 1...4, use BG[1:0]=3, BA[1:0]=0 instead
2 65...nRFC-1 Repeat sub-loop 1, Truncate, if necessary

Note 1. DQS, DQS# are Vppa.

Note 2. BG1 is don’t care for x16 device.
Note 3. DQ signals are Vppa
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4Gb (x16) DDR4 Synchronous DRAM 256Mx16 - NDQ46P

Table 90. IDD7 Measurement - Loop Pattern!’]
CKI/ Sub- Cycle RAS##/| CAS#/| WE#/ BGO0-1 A12/ | A13, @l
CK# CKE Loop| Number CMD | CS# | ACT# A6 | A5 | A4 oDT 21 | BAO-1 BC# | A11 A10 |A9-A7| A6-A3| A2-A0| Data
0 0 ACT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -
D0=00,
D1=FF
D2=FF,
0 1 rRoA| o | 1 | 1 o | 1| oo o] o] o| 1] o| oo 2N
D5=00
D6=00,
D7=FF
0 2 D 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -
0 3 D# 1 1 1 1 1 0 312 3 0 0 0 7 F 0 -
0 Repeat pattern 2...3, until NRRD - 1, if nRRD > 4. Truncate if necessary
1 nRRD ACT 0 0 0 0 0 0 1 1 0 0 0 0 0 0
DO=FF,
D1=00
D2=00,
1 nRRD+1 | RDA 0 1 1 0 1 0 1 1 0 0 1 0 0 0 32:(';('):
D5=FF
D6=FF,
D7=00
1 Repeat pattern 2...3, until 2xnRRD - 1, if nRRD > 4. Truncate if necessary
2 2xnRRD Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 2 instead
3 3xnRRD Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 3 instead
ey
g 39:’ 4 4xnRRD Repeat pattern 2 ... 3 until nNFAW - 1, if NFAW > 4xnRRD. Truncate if necessary
(=2}
S "% 5 nFAW Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 1 instead
Fl®
nFAW+ AT — AT
6 nRRD Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 2 instead
7 | JPANY Repeat Sub-Loop 0, use BG[1:0] = 0, BA[1:0] = 3 instead
8 | orARe Repeat Sub-Loop 1, use BG[1:0] = 1, BA[1:0] = 0 instead
9 4annp§V¥5 Repeat Sub-Loop 4
10 | 2xnFAW Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 0 instead
19 | ZxmEAWE Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 1 instead
12 | 2nEAVLY Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 2 instead
13 | G Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 3 instead
14 ZISnFéA%/Y; Repeat Sub-Loop 4 For x4
and
15 | 3xnFAW Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 1 instead x8 only
16 | EAV Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 2 instead
17 | SnEeD Repeat Sub-Loop 0, use BG[1:0] = 2, BA[1:0] = 3 instead
18 | nroNDy Repeat Sub-Loop 1, use BG[1:0] = 3, BA[1:0] = 0 instead
19 3:::'@,;‘{/\3 Repeat Sub-Loop 4
20 | 4xnFAW Repeat pattern 2 ... 3 until nRC - 1, if nRC > 4xnFAW. Truncate if necessary
Note 1. DQS, DQS# are Vppa.

Note 2. BG1 is don’t care for x16 device.
Note 3. Burst Sequence driven on each DQ signal by Read Command. Outside burst operation, DQ signals are Vppa.
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Table 91. IDD and IDDQ Specification Parameters and Test conditions
(TOPER; VDD = 1.14-1.26V; VDDQ = 1.14-1.26V; VPP = 2.375-2.75V)

DDR4-2666
Parameter Symbol Unit
Max.
Operating One Bank Active-Precharge Current (AL=0) Iobo 93 mA
Operating One Bank Active-Precharge IPP Current IpPo 7 mA
Operating One Bank Active-Read-Precharge Current (AL=0) Ipp1 101 mA
Operating One Bank Active-Read-Precharge IPP Current Ipp1 7 mA
Precharge Standby Current (AL=0) Ipp2n 55 mA
Precharge Standby IPP Current Ippon 4 mA
Precharge Standby ODT Current Ipb2n 62 mA
T
Precharge Power-Down Current CKE Ipp2p 36 mA
Precharge Quiet Standby Current Ipp2a 52 mA
Active Standby Current Ippan 88 mA
Active Standby IPP Current IpPan 5 mA
Active Power-Down Current Iopsp 45 mA
Operating Burst Read Current Ibpar 178 mA
Operating Burst Write Current Iop4 208 mA
w
Burst Refresh Current (1X REF) Ippss 180 mA
Burst Refresh Write IPP Current (1X REF) Ippss 22 mA
Self Refresh Current: Normal Temperature Range IppeN 28 mA
TC = 0~85°C (ET)
Self Refresh IPP Current: Normal Temperature Range TC =-40~85°C (IT) [N 3 mA
Self-Refresh Current: Extended Temperature Range) | TC = 0~95°C (ET) Iopee 33 mA
TC =-40~95°C (IT)
Self-Refresh Current: Reduced Temperature Range TC = 0~45°C (ET) Ippsr 25 mA
TC =-40~45°C (IT)
Auto Self-Refresh Current TC =0~85°C (ET) Ibpsa 32 mA
TC =-40~85°C (IT)
Operating Bank Interleave Read Current Iop7 223 mA
Operating Bank Interleave Read IPP Current lpp7 24 mA
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Table 92. Timing Parameters (TOPER; VDD = 1.14-1.26V; VDDQ = 1.14-1.26V; VPP = 2.375-2.75V)

Symbol Parameter - DDR4-2666 Unit
Min. Max.

taa Internal read command to first data 14.25 18 ns
taA_DBI Internal read command to first data with read DBl enabled | taamin) + 3tcx | taamax) + 3tex| ns
trRCD ACT to internal read or write delay time 14.25 - ns
tRP PRE command period 14.25 - ns
tRAS ACT to PRE command period 32 9 X treri ns
trC ACT to ACT or REF command period 46.25 - ns
Speed Bins CWL Normal | Read DBI Min. Max. Unit

9 10 12 15 1.6 ns

9,11 11 13 1.25 <15 ns

9,11 12 14 1.25 <1.5 ns

10,12 13 15 1.071 <1.25 ns

10,12 14 16 1.071 <1.25 ns

11,14 15 18 0.937 <1.071 ns

{CK(ava) ﬁ‘fnrr;‘;ﬁ‘gge‘;irozg 114 16 19 0.937 <1071 | ns
12,16 17 20 0.833 <0.937 ns

12,16 18 21 0.833 <0.937 ns

14,18 19 22 0.75 <0.833 ns

14,18 20 23 - - ns

16,20 21 25 - - ns

16,20 22 26 - - ns

tcK (DLL_OFF) Minimum Clock Cycle Time (DLL off mode) 8 20 ns
tcK(avg) ™% Average clock period 0.750 <0.833 ns
tCH(avg) Average high pulse width 0.48 0.52 tck
tCL(avg) Average low pulse width 0.48 0.52 tck
tCK(abs) Absolute Clock Period et | e | tok
tCH(abs)™ Absolute clock high pulse width 0.45 - tox
tCL(abs)™* Absolute clock low pulse width 0.45 - tek
JT(per)_tor™ Clock Period Jitter- total -38 38 ps
JIT(per)_dj26 Clock Period Jitterdeterministic -19 19 ps
tJIT(per,ick) Clock Period Jitter during DLL locking period -30 30 ps
tuIm(ce) Cycle to Cycle Period Jitter - 75 ps
tIT(cc,Ick) Cycle to Cycle Period Jitter during DLL locking period - 60 ps
tERR(2per) Cumulative error across 2 cycles -55 55 ps
tERR(3per) Cumulative error across 3 cycles -66 66 ps
tERR(4per) Cumulative error across 4 cycles -73 73 ps
tERR(5per) Cumulative error across 5 cycles -78 78 ps
tERR(6per) Cumulative error across 6 cycles -83 83 ps
tERR(7per) Cumulative error across 7 cycles -87 87 ps
tERR(8per) Cumulative error across 8 cycles 91 91 ps
tERR(9per) Cumulative error across 9 cycles -94 94 ps
tERR(10per) Cumulative error across 10 cycles -96 96 ps
tERR(11per) Cumulative error across 11 cycles -99 99 ps
tERR(12per) Cumulative error across 12 cycles -101 101 ps
tERR(13per) Cumulative error across 13 cycles -103 103 ps
tERR(14per) Cumulative error across 14 cycles -104 104 ps
tERR(15per) Cumulative error across 15 cycles -106 106 ps
tERR(16per) Cumulative error across 16 cycles -108 108 ps
tERR (17per) Cumulative error across 17 cycles -110 110 ps
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tERR (18per) Cumulative error across 18 cycles -112 112 ps
tERR in=((1+

tERR(nper) Cumulative error across n =13, 14 . . . 49, 50 cycles 0.68(I:s:)r))r;"t]JlT((éer) total min) | PS
Command and Address setup time to CK, CK# referenced

UiS(base) to VIHAC)/VIL(AC) levels 55 ) ps

1S (Veer) t((:)o\r/\;r;a}gse?gd Address setup time to CK, CK# referenced 145 ) ps
Command and Address hold time to CK, CK# referenced to

UH(oase) VIHAC)VIL(AC) levels 80 ) ps
Command and Address hold time to CK, CK# referenced to

tIH(Vrer) Veer levels 145 - ps

tipw Control and Address Input pulse width for each input 385 - ps

tccp L CAS# to CAS# command delay for same bank group maxs(r?sn)CK, - tck

tcco_s“ CAS# to CAS# command delay for different bank group 4 - tek

34 Activate to Activate Command delay to different bank group | max(4nCK,

(RRD_S(2K) for 2KB page size 5.3ns) B tox

t 34 Activate to Activate Command delay to same bank group for | max(4nCK, )

RROLE2K) 2KB page size 6.4ns) oK
tFAW_2K34 Four activate window for 2KB page size ma)g(éfg)CK - ns
tWTR S12.34 Delay from start of internal write transaction to internal max(2nCK, )

- read command for different bank group 2.5ns)
twrr LM Delay from start of internal write transaction to internal max(4nCK,
- read command for same bank group 7.5ns) -
tRTP34 Internal Read Command to Precharege Command delay ma7x(54nnSC))K, -
tWR1 WRITE recovery time 15 - ns
twr +
twR_CRC_DM128 | Write recovery time when CRC and DM are enabled max(5nCK, - ns
3.75ns)
tWTR S CRC DM delay from start of internal write transaction to internal twTR_s +
22034 read command for different bank groups with both CRC max(5nCK, - ns
and DM enabled 3.75ns)
tWTR L CRC DM delay from start of internal write transaction to internal twTR_L
33034 read command for same bank group with both CRC +max(5nCK - ns
and DM enabled ,3.75ns)
tDLLK DLL locking time 1024 - tck
tMRD Mode Register Set command cycle time 8 - tck
tmop® Mode Register Set command update delay ma);(g::)CK - tek
tMPRR Multi-Purpose Register Recovery Time 1 - tck
tWR_MPR Multi Purpose Register Write Recovery Time tl\gcr_oimgr - tck
tDAL(min) Auto precharge write recovery + precharge time Programmed WR + | tck
roundup (trRP/
tCK(avg))
tPDAS DQO driven to 0 setup time to first DQS rising edge 0.5 - ul
troA_H** DQO driven to 0 hold time from last DQS falling edge 05 - ul
max(3nCK,
tcAL CS# to Command Address Latency 3.748ns) - tck
tMRD_tCAL Mode Register Set command cycle time in CAL mode tMoD + tcAL - tck
tMOD_tCAL Mode Register Set update delay in CAL mode tMOD + tCAL - tck
toasa13,18,39,49 DQS, DQS# to DQ skew, per group, per access - 0.18 ul
tQH13,17,18,39,49  |DQ output hold time per group, per access from DQS,DQS# 0.74 - ul
Data Valid Window per device per Ul: (taH - tbasa) of each
tovwd17,18,39,49 Ul on a given DRAM 0.64 - Ul
fovWet7.18.30.49 Ef;ti?] \gfgdg\i/\\llér;]dngvK&r pin per Ul: (taH - tbasa) each Ul on 072 ) ul
tLzpp)® DQ low impedance time from CK, CK# -310 170 ps
tHz(pa)™ DQ high impedance time from CK, CK# - 170 ps
tRPRES9,40, 44 DQS, DQS# differential Read Preamble (1 clock preamble) 0.9 - tek
tRPRE239,41,44 DQS, DQS# differential Read Preamble (2 clock preamble) 1.8 - tek
tRPsT39,45 DQS, DQSH# differential Read Postamble 0.33 - tek
tasH21,39 DQS, DQS# differential output high time 04 - ltck
tasL20,39 DQS, DQS# differential output low time 04 - tcK
tWPRE. DQS, DQS# differential Write Preamble (1 clock preamble) 0.9 - ltck
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twprE2" DQS, DQS# differential Write Preamble (2 clock preamble) 1.8 - ltck
twpsT DQS, DQS# differential Write Postamble 0.33 - ek
tLz(pas)™ DQS, DQS# low impedance time (Referenced from RL-1) -310 170 ps
39 DQS, DQS# high impedance time (Referenced from
tHz(DQs) RL+BL/2) - 170 ps
tDasL DQS, DQS# differential input low pulse width 0.46 0.54 tcK
tDQsH DQS, DQS# differential input high pulse width 0.46 0.54 tck
42 iai iai
Qs DQS, DQS# rising edge to CK, CK# rising edge
5 (1 clock preamble) 0.27 027 fick
43 DQS, DQSH# rising edge to CK, CK# rising edge
tDass2 (2 clock preamble) -0.50 0.50 tck
tDss DQS, DQSH# falling edge setup time to CK, CK# rising edge 0.18 - tck
tosH eDngg’ DQS# falling edge hold time from CK, CK# rising 018 ) ok
tbasckLLon)  DQS, DQS# rising edge output timing location from
373839 rising CK, CK# with DLL On mode 170 170 s
g??s,ségKI(DLL on) DQS, DQS# rising edge output variance window per DRAM - 270 ps
tzQinit Power-up and Reset calibration time 1024 - tcK
tzQoper Normal operation Full calibration time 512 - tcK
tzacs Normal operation Short calibration time 128 - ltck
max(5nCK,
txPR Exit Reset from CKE HIGH to a valid command tRFC(min) + - tcK
10ns)
txs Exit Self Refresh to commands not requiring a locked DLL tRF1C é’;g ) - tck
- ) SRX to commands not requiring a locked DLL in Self tRFC4(min) + A
S_ABORT(mIn)  Refresh ABORT 10ns - K
A ) Exit Self Refresh to ZQCL,ZQCS and MRS (CL, CWL, WR, | tRFC4(min) + !
XS_FAST(min) RTP and Gear Down) 10ns ) CcK
txsbLL Exit Self Refresh to commands requiring a locked DLL DLLK(min) - tcK
tCKESR Minimum CKE low width for Self refresh entry to exit timing tcﬁ'ﬁg{z’ * - ok
" Minimum CKE low width for Self refresh entry to exit timing  [tCKE(min) + !
CKESR_PAR with CA Parity enabled 1nCK + PL - oK
tCKSRE IValid Clock Requirement after Self Refresh Entry (SRE) or  |max(5nCK, ) ok
Power-Down Entry (PDE) 10ns) C
A IValid Clock Requirement after Self Refresh Entry (SRE) or  |max(5nCK, A
CKSRE_PAR Power-Down when CA Parity is enabled 10ns) + PL - K
HoKSRX IValid Clock Requirement before Self Refresh Exit max(5nCK, ) "
(SRX) or Power-Down Exit (PDX) or Reset Exit 10ns) oK
Exit Power Down with DLL on to any valid command; Exit max(4nCK
txp Precharge Power Down with DLL frozen to commands not 6ns) ’ - tcK
requiring a locked DLL
- . max(3nCK,
tckes,32 CKE minimum pulse width 5ns) - tcK
tCPDED Command pass disable delay 4 - tCK
trD® Power Down Entry to Exit Timing tCKE(min) 9 X tREFI  [tcK
tACTPDEN' Timing of ACT command to Power Down entry 2 - tcK
tPRPDEN" Timing of PRE or PREA command to Power Down entry 2 - ltcK
tRDPDEN 'Timing of RD/RDA command to Power Down entry RL+4+1 - tcK
4 Timing of WR command to Power Down entry (BL8OTF, WL + 4 +
[WRPDEN BLSMRS, BC4OTF) (twR/tcK avg) - ek
5 Timing of WRA command to Power Down entry (BL8OTF, |WL+4+ WR
[WRAPDEN BL8MRS, BC4OTF) 41 -
tWRPBC4DEN' Timing of WR command to Power Down entry (BC4MRS) E?V/VLR/:-CE(a\-;)) - ltck
tWRAPBCADEN" 'Timing of WRA command to Power Down entry (BC4MRS) WE:% * - ltcK
tREFPDEN’ Timing of REF command to Power Down entry 2 - ltcK
tMRSPDEN Timing of MRS command to Power Down entry tMOD(min) - tcK
. . max(16nCK
tMRD_PDA Mode Register Set command cycle time in PDA mode 10ns) - ns
tMOD_PDA Mode Register Set command update delay in PDA mode tMoD ns
{AONAS /fbr\gzgr??ronous RTT turn-on delay (Power-Down with DLL 10 90 ns
tAOFAS #g;/gﬁ?ronous RTT turn-off delay (Power-Down with DLL 10 90 ns
tanc RTT dynamic change skew 0.28 0.72 tek
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tWLMRD2 First DQS/DQSH# rising edge after write leveling mode is 40 ) tok
programmed
twLDQSEN" DQS/DQS# delay after write leveling mode is programmed 25 - tek
LS X\ggg IS\gSITDngSe;Jgrggs?géom rising CK, CK# crossing to 013 } tox
LH \rll\érllrt]z Ig\ll(t’elg}%;g'[g stlsrlr;](-;é from rising DQS/DQS# crossing to 013 } tox
twLo Write leveling output delay 0 9.5 ns
twLOE Write leveling output error 0 2 ns
tPAR_UNKNOWN  |Commands not guaranteed to be executed during this time - PL tek
tPAR_ALERT_ON |Delay from errant command to ALERT# assertion - PL + 6ns tck
tPAR_ALERT_PW  |Pulse width of ALERT# signal when asserted 80 160 tck
tPAR ALERT RSP Time_ f_rom when Alert is asserted t_iII controller rr_lust start } 71 tox
- - providing DES commands in Persistent CA parity mode

PL Parity Latency tek
tCRC_ALERT CRC error to ALERT# latency 3 13 ns
tcRC_ALERT_Pw |CRC ALERT# pulse width 6 10 tck
tXPR_GEAR Exit Reset from CKE High to a valid MRS Gear Down (T2/ Reset) tXPR -

tXS_GEAR CKE High Assert to Gear Down Enable time(T2/CKE) txs -

tSYNC_GEAR MRS command to Sync pulse time(T3) tx;’g; -

tcMD_GEAR™ Sync pulse to First valid command(T4) tmop -

tGEAR _setup Geardown setup time 2 - tek
tGEAR_hold Geardown hold time 2 - tck
tRFC1 (min)>* 4Gb 260 - ns
tRFC2 (min)* 4Gb 160 - ns
tRFC4 (min)™* 4Gb 110 - ns
trer Average periodic refresh interval gg,g s:;::;::cg : ;g Ez

Note 1. Start of internal write transaction is defined as follows:

Note 2.
Note 3.
Note 4.
Note 5.
Note 6.
Note 7.

Note 8.

Note 9.
Note 10
Note 11
Note 12
Note 13

Note 14
Note 15
Note 16
Note 17

Note 18
Note 19

Note 20.

Note 21

Note 22.
Note 23.

Note 24

Note 25.
Note 26.
Note 27.
Note 28.
Note 29.

Note 30

Note 31.
Note 32.
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- For BL8 (Fixed by MRS and on-the-fly) : Rising clock edge 4 clock cycles after WL.
- For BC4 (on-the-fly) : Rising clock edge 4 clock cycles after WL.
- For BC4 (fixed by MRS) : Rising clock edge 2 clock cycles after WL.

A separate timing parameter will cover the delay from write to read when CRC and DM are simultaneously enabled.

Commands requiring a locked DLL are: Read (and RAP) and synchronous ODT commands.

twr is defined in ns, for calculation of twRPDEN it is necessary to round up twr/tck to the next integer.

WR in clock cycles as programmed in MRO.

tReFI depends on TOPER.

CKE is allowed to be registered low while operations such as row activation, precharge, autoprecharge or refresh are in progress, but
power-down |IDD spec will not be applied until finishing those operations.

For these parameters, the DDR4 SDRAM device supports tnPARAM[NCK]=RU{tPARAM[nS]/tCK(avg)[ns]}, which is in clock cycles assuming all
input clock jitter specifications are satisfied.

When CRC and DM are both enabled, twr_crRc_bm is used in place of tWR.

. When CRC and DM are both enabled twTrR_s_cRc_bm is used in place of twTr_s.

. When CRC and DM are both enabled twTR_L_CRC_DM is used in place of twTR_L.

. The max values are system dependent.

. DQ to DQS total timing per group where the total includes the sum of deterministic and random timing terms for a specified BER. BER
spec and measurement method are TBD.

. The deterministic component of the total timing. Measurement method TBD.

. DQ to DQ static offset relative to strobe per group. Measurement method TBD.

. This parameter will be characterized and guaranteed by design.

. When the device is operated with the input clock jitter, this parameter needs to be derated by the actual tJiT(per)_total of the input clock.
(Output deratings are relative to the SDRAM input clock). Example TBD.

. DRAM DBI mode is off.

. DRAM DBI mode is enabled.

tasL describes the instantaneous differential output low pulse width on DQS - DQS#, as measured from on falling edge to the next

consecutive rising edge.

. tasH describes the instantaneous differential output high pulse width on DQS — DQS#, as measured from on falling edge to the next

consecutive rising edge.

There is no maximum cycle time limit besides the need to satisfy the refresh interval tReri.

tcH(abs) is the absolute instantaneous clock high pulse width, as measured from one rising edge to the following falling edge.

. tcL(abs) is the absolute instantaneous clock low pulse width, as measured from one falling edge to the following rising edge.

Total jitter includes the sum of deterministic and random jitter terms for a specified BER. BER target and measurement method are TBD.

The deterministic jitter component out of the total jitter. This parameter is characterized and guaranteed by design.

This parameter has to be even number of clocks.

When CRC and DM are both enabled, twr_CRc_DM is used in place of twr.

When CRC and DM are both enabled twTR_s_cRc_DM is used in place of twTr_s.

. When CRC and DM are both enabled twTR_L_CRC_DM is used in place of twTR_L.

After CKE is registered low, CKE signal level shall be maintained below ViLbc for tcke specification (low pulse width).

After CKE is registered high, CKE signal level shall be maintained above VIHDC for tcke specification (high pulse width).
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Note 33.
Note 34.
Note 35.
Note 36.
Note 37.
Note 38.
Note 39.
Note 40.
Note 41.
Note 42.
Note 43.
Note 44.

Note 45.
Note 46.
Note 47.
Note 48.

Note 49.

Note 50.

Defined between end of MPR read burst and MRS which reloads MPR or disables MPR function.

Parameters apply from tck(avg)min to tCK(avg)max at all standard JEDEC clock period values as stated in the Speed-Bin tables.

This parameter must keep consistency with Speed-Bin tables.

DDR4-1600 AC timing apply if DRAM operates at lower than 1600 MT/s data rate. Ul = tck(avg).min/2

Applied when DRAM is in DLL ON mode.

Assume no jitter on input clock signals to the DRAM.

Value is only valid for RonnoM = 34 ohms.

1tck toggle mode with setting MR4 A[11] to 0.

2tck toggle mode with setting MR4 A[11] to 1, which is valid for DDR4-2400/2666 speed grade.

1tck mode with setting MR4 A[12] to 0.

2tck mode with setting MR4 A[12] to 1, which is valid for DDR4-2400/2666 speed grade.

The maximum read preamble is bounded by tLz(pas)min on the left side and tbasck(max) on the right side. See Clock to Data Strobe
Relationship. Boundary of DQS Low-Z occur one cycle earlier in 2tck toggle mode which is illustrated in Read Preamble.

DQ falling signal middle-point of transferring from High to Low to first rising edge of DQS diff-signal cross-point.

Last falling edge of DQS diff-signal cross-point to DQ rising signal middle-point of transferring from Low to High.

VREFDQ value must be set to either its midpoint or Vcent_ba (midpoint) in order to capture DQO low level for entering PDA mode.

The maximum read postamble is bound by tbasck(min) plus tasH(min) on the left side and tHz(bas)max on the right side. See Clock to Data
Strobe Relationship.

Reference level of DQ output signal is specified with a midpoint as a widest part of Output signal eye which should be approximately 0.7 x
VbDa as a center level of the static single-ended output peak-to-peak swing with a driver impedance of 34 ohms and an effective test load
of 50 ohms to V1T = VbDA.

For MR7 commands, the minimum delay to a subsequent non-MRS command is 5nCK.
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Rounding Algorithms

Software algorithms for calculation of timing parameters are subject to rounding errors from many sources. For
example, a system may use a memory clock with a nominal frequency of 933.33... MHz, or a clock period of
1.0714... ns. Similarly, a system with a memory clock frequency of 1066.66... MHz yields mathematically a clock
period of 0.9375... ns. In most cases, it is impossible to express all digits after the decimal point exactly, and
rounding must be done because the DDR4 SDRAM specification establishes a minimum granularity for timing
parameters of 1 ps.

Rules for rounding must be defined to allow optimization of device performance without violating device parameters.
These algorithms rely on results that are within correction factors on device testing and specification to avoid losing
performance due to rounding errors.

These rules are:

o Clock periods such as tCKAVGmin are defined to 1 ps of accuracy; for example, 0.9375... ns is defined as
937 ps and 1.0714... ns is defined as 1071 ps.

o Using real math, parameters like tAAmin, tRCDmin, etc. which are programmed in systems in numbers of
clocks (nCK) but expressed in units of time (in ns) are divided by the clock period (in ns) yielding a unit less ratio,
a correction factor of 2.5% is subtracted, then the result is set to the next higher integer number of clocks:

nCK = ceiling [ (parameter_in_ns / application_tCK_in_ns) - 0.025]

« Alternatively, programmers may prefer to use integer math instead of real math by expressing timing in ps,
scaling the desired parameter value by 1000, dividing by the application clock period, adding an inverse
correction factor of 97.4%, dividing the result by 1000, then truncating down to the next lower integer value:

nCK = truncate [ {(parameter_in_ps x 1000) / (application_tCK_in_ps) + 974}/ 1000 ]

Either algorithm yields identical results.

The DQ input receiver compliance mask for voltage and timing

The DQ input receiver compliance mask for voltage and timing is shown in the figure below. The receiver mask (Rx
Mask) defines area the input signal must not encroach in order for the DRAM input receiver to be expected to be able
to successfully capture a valid input signal with BER of 1e-16; any input signal encroaching within the Rx Mask is
subject to being invalid data. The Rx Mask is the receiver property for each DQ input pin and it is not the valid data-
eye.

Figure 193. DQ Receiver(Rx) compliance mask
TdIViw

Rx Mask

Veent DQ (midpoint)

VdIVW
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Figure 194. Vcent_DQ Variation to Vcent_DQ(midpoint)
DQx DQy DQz

(Smallest Vel DO Level) {Largest \Vref_DQ Level)

Vcent_DQx

Veent DQ
{midpoint)

Vrefjvariation
(Component)

The Vref_DQ voltage is an internal reference voltage level that shall be set to the properly trained setting, which is
generally Vcent_ DQ(midpoint), in order to have valid Rx Mask values.

Vcent_DQ(midpoint) is defined as the midpoint between the largest Vref_DQ voltage level and the smallest Vref_DQ
voltage level across all DQ pins for a given DDR4 DRAM component. Each DQ pin Vref level is defined by the center,
i.e. widest opening, of the cumulative data input eye as depicted in Figure. This clarifies that any DDR4 DRAM
component level variation must be accounted for within the DDR4 DRAM Rx mask.The component level Vref will be
set by the system to account for Ron and ODT settings.
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Figure 195. DQS to DQ and DQ to DQ Timings at DRAM Balls

DQS, DGs Data-in at DRAM Ball DQs, DQs Data-in at DREAM Ball

Rx Mask — Alternative View

Rx Mask

i
1
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1
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NOTE: D{Qx represents an optimsally centered mask.
Dy represents earliest valid mask.
D2z represents latest valid mask.

MOTE: DRAMa represents a DRAM without any DQS/DQ skews.
DRAMD represents a DRAAM with eardy skews (negafive tpaszpa).
DRAMc represents a DRAM with delayed skews (positive toaszoa).

MOTE: Figures show skew allowed between DRAM to DRAM and DO to DQ for a DRAM. Signals assume data centered
sligned at DRAM Latch.
TdiPW is not shown; composite data-eyes shown would viclate TdiPW.
WCENT DQ (midpoint) is not shown but is assumed fo be midpoint of VdivW._

All of the timing terms in figure are measured at the VdIVW voltage levels centered around Vcent_DQ (midpoint) and
are referenced to the DQS/DQS# center aligned to the DQ per pin.
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4Gb (x16) DDR4 Synchronous DRAM

The rising edge slew rates are defined by srr1 and srr2. The slew rate measurement points for a rising edge are
shown in the figure below: A low to high transition tr1 is measured from 0.5xVdiVW(max) below Vcent_DQ
(midpoint) to the last transition through 0.5xVdiVW(max) above Vcent_DQ(midpoint) while tr2 is measured from
the last transition through 0.5xVdiVW(max) above Vcent_DQ(midpoint) to the first transition through the
0.5xVIHL_AC(min) above Vcent_DQ(midpoint).

Rising edge slew rate equations: srr1

= VdIVW(max) / tr1
srr2 = (VIHL_AC(min) — VdIVW(max)) / (2xtr2)

Figure 196. Slew Rate Conditions For Rising Transition

|
|2 Rx Mask 05xVaVW(ma) | &
QI —_%’- R e e E T _—— ‘Veent_DQ(midpoint) E
I|9 05VAVWIma) | S
z L1

The falling edge slew rates are defined by srf1 and srf2. The slew rate measurement points for a falling edge are
shown in the figure below: A high to low transition tf1 is measured from 0.5xVdiVW(max) above Vcent_DQ
(midpoint) to the last transition through 0.5xVdiVW(max) below Vcent_DQ(midpoint) while tf2 is measured from
the last transition through 0.5xVdiVW(max) below Vcent_DQ(midpoint) to the first transition through the
0.5xVIHL_AC(min) below Vcent_DQ(pin mid).

Falling edge slew rate equations: srf1
= VdIVW(max) / tf1
srf2 = (VIHL_AC(min) — VdIVW(max)) / (2xtf2)

Figure 197. Slew Rate Conditions For Falling Transition

TE \[ t
gl e
gl % RX MaSk 0. 5xVaNVW(ma) g
2F=3----\¢ === f=s==c==c======== K Veent_ DO(midpoint) | =
- E % ) =
=9 . 0.5xVdiVW(masx) 2
1
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Table 93. DRAM DQs In Receive Mode; * Ul=tck(avg)min/2
Symbol Parameter DDR4.2666 Unit | Note
Min. Max.
Vdivw Rx Mask voltage - pk-pk - 120 mV |1,2,10
TdIVW Rx timing window - 0.22 urx |1,2,10
VIHL_AC DQ AC input swing pk-pk 150 - mV | 6,10
TdIPW DQ input pulse width 0.58 - urr | 510
tDQS2DQ Rx Mask DQS to DQ offset -0.19 0.19 ur* | 6,10
tDQ2DQ Rx Mask DQ to DQ offset - 0.105 ur* 7
Input Slew Rate over
srr1, srft ?;C:)ILYtV;IZVtVC:aT: oox}sz/r;slvw if - - il e
0.935ns > tCK >=0.625ns 125 9 Vins | 8,10
sIr2 Rising Input Slew Rate over 1/2 VIHL_AC 0.2xsrr1 9 Vins | 9,10
srf2 Falling Input Slew Rate over 1/2 VIHL_AC 0.2xsrf1 9 Vins | 9,10

Note 1. Data Rx mask voltage and timing total input valid window where VdIVW is centered around Vcent_DQ( midpoint) after VrefDQ training
is completed. The data Rx mask is applied per bit and should include voltage and temperature drift terms. The input buffer design
specification is to achieve at least a BER = 1 when the RxMask is not violated. The BER will be characterized and extrapolated if
necessary using a dual dirac method from a higher BER(tbd).

Note 2. Defined over the DQ internal Vref range 1.

Note 3. Overshoot and Undershoot Specifications apply.

Note 4. DQ input pulse signal swing into the receiver must meet or exceed VIHL AC(min). VIHL_AC(min) is to be achieved on an Ul basis when a
rising and falling edge occur in the same Ul i.e., a valid TdiPW.

Note 5. Q minimum input pulse width defined at the Vcent_DQ( midpoint).

Note 6. DQS to DQ offset is skew between DQS and DQs within a word (x16) at the DDR4 SDRAM balls over process, voltage, and temperature.

Note 7. DQ to DQ offset is skew between DQs within a word (x16) at the DDR4 SDRAM balls for a given component over process, voltage,
and temperature.

Note 8. Input slew rate over VdIVW Mask centered at Vcent_DQ( midpoint). Slowest DQ slew rate to fastest DQ slew rate per transition edge
must be within 1.7 V/ns of each other.

Note 9. Input slew rate between VdIVW Mask edge and VIHL_AC(min) points.

Note 10. All Rx Mask specifications must be satisfied for each Ul. For example, if the minimum input pulse width is violated when satisfying

TdiVW(min), VdiVW(max), and minimum slew rate limits, then either TdiVW(min) or minimum slew rates would have to be increased
to the point where the minimum input pulse width would no longer be violated.
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AC and DC output Measurement levels
Output Driver DC Electrical CI teristi
The DDR4 driver supports two different Ron values. These Ron values are referred as strong(low Ron) and weak

mode(high Ron). A functional representation of the output buffer is shown in the figure below. Output driver impedance
Ron is defined as follows:

The individual pull-up and pull-down resistors (Ronpu and Ronpd) are defined as follows:

Ronpu = Vooq - Vout under the condition that Ronpd is off
| lout |
Vout
Ronpg = ——————  under the condition that Ronpu is off
| lout |
Figure 198. Output driver
Chip In Drive Mode
Output Drive
@ V/DDQ
l IPu
Ronpu
To other ®DQ
circuitry like
—
l Roues lout | Vou
lpg
®V/SsQ
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Table 94. Output Driver DC Electrical Characteristics, assuming RZQ = 240ohm; entire

Note 1.
Note 2.

Note 3.

Note 4.

Note 5.

operating temperature range; after proper ZQ calibration

Ron_nom Resistor Vout Min. Nom. Max. Unit Note
Vorde= 0.5 x Vppa 0.8 1 1.1 RzQ/7 1,2
Ron34Pd Vomdc= 0.8 x Vppa 0.9 1 1.1 RzQ/7 1,2
340 Vonde= 1.1 X Vppa 0.9 1 1.25 RzQ/7 1,2
Vorde= 0.5 x Vppa 0.9 1 1.25 RzQ/7 1,2
Ron34Pu Vomdc= 0.8 x Vppa 0.9 1 1.1 RzQ/7 1,2
Vonde= 1.1 X Vppa 0.8 1 11 RzQ/7 1,2
Vorde= 0.5 x Vppa 0.8 1 1.1 RZQ/5 1,2
Ron48Pd Vomdc= 0.8 x Vppa 0.9 1 1.1 RZQ/5 1,2
480 Vonde= 1.1 X Vppa 0.9 1 1.25 RzQ/5 1,2
Vorde= 0.5 x Vppa 0.9 1 1.25 RZQ/5 1,2
Ron48Pu Vomdc= 0.8 x Vbpa 0.9 1 1.1 RzQ/5 1,2
Vondc= 1.1 x Vopa 0.8 1 1.1 RzQ/5 1,2
0 | - | o | » |
"ariation pull-up, MMPUA Voude= 0.8 x Vona : : 0 | % | 124
Mismatch 'gﬁl_Ddfi within byte Voudc= 0.8 x Vona - - 10 % | 124

The tolerance limits are specified after calibration with stable voltage and temperature. For the behavior of the tolerance limits if temperature
or voltage changes after calibration, see following section on voltage and temperature sensitivity (TBD).

Pull-up and pull-dn output driver impedances are recommended to be calibrated at 0.8 x Vppa. Other calibration schemes may be used to
achieve the linearity spec shown above, e.g. calibration at 0.5 x Vppgand 1.1 x Vppa.

Measurement definition for mismatch between pull-up and pull-down, MMPuPd: Measure RonPu and RonPd both at 0.8 x Vppq separately;
Ron nomis the nominal Ron value.

RONPU - RONPd

MMPuPd = ——— X 100
RTTNOM
RON variance range ratio to RON Nominal value in a given component, including DQS and DQS#.
RONPuMax - RONPdMin
MMPudd = X100
Rrrnom

RonPdMax - RonPdMin
MMPddd = X100

Rrrnom
This parameter of x16 device is specified for Upper byte and Lower byte.
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Al ERT# outout Drive CI teristi
A functional representation of the output buffer is shown in the figure below. Output driver impedance Ron is defined
as follows:
R _ Vout
ONPd | lout | under the condition that Ronpu is off
Figure 199. ALERT# output Drive Characteristic
Alert Driver
DRAM ® Alert
‘_
J Roes o | Vou
lpg
@ VSSQ
Table 95. ALERT Driver Voltage
Resistor Vout Min. Max. Unit Note
Vorde= 0.1 x Vopa 0.3 1.2 34Q 1
Ronpd Vomdc= 0.8 x VDDQ 0.4 1.2 34Q 1
Vonde= 1.1 x Vopa 0.4 1.4 34Q 1

Note 1. VDDQ voltage is at VDDQ DC. VDDQ DC definition is TBD.
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0 Driver CI istic of C ivity Test (CT) Mod

Following Output driver impedance Ron will be applied Test Output Pin during Connectivity Test (CT) Mode. The
individual pull-up and pull-down resistors (Ronpu_ct and Ronpd_cT) are defined as follows:

VDDQ - Vout

Ronpy cT = W
Vout
Ronpd_cT = Tout |

Figure 200. Output Driver Characteristic of Connectivity Test
Chip In Drive Mode

Qutput Drive
€ \/DDQ
J Ipu_CT
Ronpu_cT
To other ®DQ
circuitry like
‘_
J Ronpg_cT lows | Vou
loa T
@®V/SSQ

Table 96. Output Driver Electrical Characteristics during Connectivity Test Mode

Ron_nom Resistor Vout Max. Unit Note
VOBdC= 0.2 x VDDQ 1.9 34Q 1
Vo|_dc= 0.5x VDDQ 2.0 340 1
RonPd_CT
O Vowmdc= 0.8 x Vpa 2.2 34Q 1
340 VOHdC= 1.1x VDDQ 25 34Q 1
VOBdC= 0.2x VDDQ 25 340 1
Vorde= 0.5 x Vppa 2.2 340 1
RonPu_CT
O Voumdc= 0.8 X Vpoa 2.0 340 1
VOHd0= 1.1x VDDQ 1.9 34Q 1

Note 1. Connectivity test mode uses un-calibrated drivers, showing the full range over PVT. No mismatch between
pull up and pull down is defined.
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Single-ended AC & DC OQutput Levels
Table 97. Single-ended AC & DC output levels

Symbol Parameter DDR4-2666 Unit | Note
Vorpo) DC output high measurement level (for IV curve linearity) 1.1 x Vopa \%

Vompe)  |DC output mid measurement level (for IV curve linearity 0.8 x Vopa \%

Voipe)  |DC output low measurement level (for IV curve linearity) 0.5 x Vbpa \%

Vonnac)  |AC output high measurement level (for output SR) (0.7 + 0.15) x Vppa \% 1
VoLac) AC output low measurement level (for output SR) (0.7 - 0.15) x Vbpa \% 1

Note 1. The swing of +0.15 x VDDQ is based on approximately 50% of the static single-ended output peak-to-peak swing with a
driver impedance of RZQ/7Q and an effective test load of 50Q to VTT = VDDAQ.

Diff tial AC & DC Output | l
Table 98. Differential AC & DC output levels
Symbol Parameter DDR4-2666 Unit | Note
VOHdiff(AC) |AC differential output high measurement level (for output SR) +0.3 x Vpbpa \% 1
VoLdiff(AC) |AC differential output low measurement level (for output SR) -0.3 x Vbpa \Y% 1

Note 1. The swing of 0.3 x VDDQ is based on approximately 50% of the static differential output peak-to-peak swing with a
driver impedance of RZQ/7Q and an effective test load of 50Q to VTT = VDDQ at each of the differential outputs
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Single-ended Output Slew Rate

With the reference load for timing measurements, output slew rate for falling and rising edges is defined and
measured between Vorac) and Vonac) for single ended signals.

Table 99. Single-ended output slew rate definition

o Measured .
Description From To Defined by
Single ended output slew rate for rising edge VoLac) Vorac) [Vorac)-Vouac)] / Delta TRse
Single ended output slew rate for falling edge Vonac) Vovac) [Vorac)-Vouac) / Delta TFse

Note 1. Output slew rate is verified by design and characterization, and may not be subject to production test.

Figure 201. Single-ended Output Slew Rate Definition

VoHAC)

VoLac

— —
Delta Trse Delta Trse

Table 100. Single-ended output slew rate

DDR4-2666
| P i
Symbo arameter Min. Mo, Unit
SRQse Single ended output slew rate 4 9 V/ns
Description:
SR: Slew Rate

Q: Query Output (like in DQ, which stands for Data-in, Query-Output)
se: Single-ended Signals
For Ron = RZQ/7 setting

Note 1. In two cases, a maximum slew rate of 12 V/ns applies for a single DQ signal within a byte lane.

- Case 1 is defined for a single DQ signal within a byte lane which is switching into a certain direction (either from high to low or low to
high) while all remaining DQ signals in the same byte lane are static (i.e. they stay at either high or low).

- Case 2 is defined for a single DQ signal within a byte lane which is switching into a certain direction (either from high to low or low to
high) while all remaining DQ signals in the same byte lane are switching into the opposite direction (i.e. from low to high or high to low
respectively). For the remaining DQ signal switching into the opposite direction, the regular maximum limit of 9 V/ns applies.

Differential Output Slew Rat

With the reference load for timing measurements, output slew rate for falling and rising edges is defined and
measured between VOLJIff(AC) and VOHdJIff(AC) for differential signals.

Table 101. Differential output slew rate definition

Measured
Description Defined b
P From To y
Differential output slew rate for rising edge VoLdirac) Vondiac) [Voniiacy-Voudiiac)] / Delta TRdiff
Differential output slew rate for falling edge Vonditiac) Vouditac) [Vordiiac)-VoLdiac)] / Delta TFdiff

Note 1. Output slew rate is verified by design and characterization, and may not be subject to production test.
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Figure 202. Differential Output Slew Rate Definition

— —
Delta Traif Delta Trdif

Table 102. Differential output slew rate

DDR4-2666

Symbol P t Unit
ymbo! arameter Min. Max, ni
SRQdiff  |Differential output slew rate 8 18 V/ns
Description:
SR: Slew Rate

Q: Query Output (like in DQ, which stands for Data-in, Query-Output)
diff: Differential Signals
For Ron = RZQ/7 setting
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Single-ended AC and DC O Levels of C ivity Test Mod

Following output parameters will be applied for DDR4 SDRAM Output Signal during Connectivity Test Mode.

Table 103. Single-ended AC & DC output levels of Connectivity Test Mode

Symbol Parameter DDR4-2666 Unit | Note
Vorpo) DC output high measurement level (for IV curve linearity) 1.1 x Vopa \%
Vowm(pce) DC output mid measurement level (for IV curve linearity) 0.8 x Vbpa \%
VoL(oc) DC output low measurement level (for IV curve linearity) 0.5 x Vbpa \%
Vosc) DC output below measurement level (for IV curve linearity) 0.2 x Vopa \%
Vohac) AC output high measurement level (for output SR) Vrr+ (0.1 X Vopa) \% 1
Voo AC output below measurement level (for output SR) Vrr- (0.1 X Vopa) \% 1
Note 1. The effective test load is 50Q terminated by V+r= 0.5 x Vppa.
Figure 203. Output Slew Rate Definition of Connectivity Test Mode
VoH(ac)
VoLiac)
TF_output_CT TR_output_CT
Table 104. Single-ended output slew rate of Connectivity Test Mode
DDR4-2666
| P it N
Symbo arameter Min. Max, Unit | Note
TF_output_CT |[Output signal Falling time - 10 ns/V
- 10 ns/V

TR output_CT

Output signal Rising time

Test Load for C ivity Test Mode Timi

Figure 204. Connectivity Test Mode Timing Reference Load
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Slew Rate Definitions for Diff iall Signals (CK)
Table 105. Differential Input Slew Rate Definition

Measured
Description Defined b
Pt From To v
Differential input slew rate for rising edge (CK - CK#) ViLdittmax V idittmin IHaittmin — ViLditimax] / DeltaTRAiff
Differential input slew rate for falling edge (CK - CK#) ViHdiffmin ViLdiffmax difimin — ViLditmax] / DeltaTFdiff

Note 1. The differential signal (i,e., CK - CK#) must be linear between these thresholds.

Figure 205. Differential Input Slew Rate Definition for CK, CK#
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Slew Rate Definition for Sinale-ended | Signals ( CMD/ADD )
Figure 206. Single-ended Input Slew Rate definition for CMD and ADD

Delta Trsingle
T
e Al g e VIHCAAC) Min
....................... : VIHCADC) Min
VREFCA(DC)
"- ........................ VlLCﬁJ{DC}W‘Eﬁ".
................. é @ m m om E B E N EEEEEo@E VlLCﬁ.{AC}Mﬂx

—
Delta TF single

NOTE 1. Single-ended input slew rate for rising edge = { Viscascmin - Vilcapoma: }/ Delta Tr single.
NOTE 2. Single-ended input slew rate for falling edge = { ViHcamomsn - ViLcasomax } Delta Tr single.
NOTE 3. Single-ended signal rising edge from ViLcapcivex to ViHcaoomsn must be monotonic slope.

NOTE 4. Single-ended signal falling edge from Viscapomin 10 ViLcapome: must be monotonic slope.
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Diff. iall c Point Vol

To guarantee tight setup and hold times as well as output skew parameters with respect to clock, each cross point
voltage of differential input signals (CK, CK#) must meet the requirements in Table. The differential input cross point
voltage VIX is measured from the actual cross point of true and complement signals to the midlevel between of VDD
and VSS.

Figure 207. Vix Definition (CK)

Voo
Ck#
Voor
: CK
[Vea
Vss
Table 106. Cross point voltage for differential input signals (CK)
DDR4-2666
Symbol Parameter Min. Max
VseL< Vop/2-145 VDD/2 - 145 mV Vpp/2 + 100 mV
Vpp/2 + 145 mV
=Vep = < DD
© o [Areaof Ve Ven ™ Voo-g00my | asmy
Vix (CK) Differential Input Cross Point Voltage -110 mv - (Voo/2 - VgL ) (Vsen - Vop/2) 110 mv
3 relative to Vpp/2 for CK, CK# +30mV -30mv

MOS rail to rail In Levels for RESET

Table 107. CMOS rail to rail Input Levels for RESET#

Symbol Parameter - DDR4-2400/2666 Unit | Note
Min. Max.

Vinac)_RESET |AC Input High Voltage 0.8 x Vbpa Voo \% 6
Vinpe)_RESET |DC Input High Voltage 0.7 x Vopa Voo \% 2
ViLoc)_RESET |DC Input Low Voltage Vss 0.3 x Vopa \% 1
Vitae)_RESET |AC Input Low Voltage Vss 0.2 X Vbpa \% 7

TR_RESET |Rising time - 1.0 us 4

trw_RESET  |RESET pulse width 1.0 us | 3,5

Note 1. After RESET# is registered Low, RESET# level shall be maintained below V. pc) RESET during tew_ RESET otherwise, SDRAM may

not be reset.

Note 2. Once RESET# is registered High, RESET# level must be maintained above Vypc)RESET, otherwise, SDRAM operation will not be
guaranteed until it is reset asserting RESET# signal Low.

Note 3. RESET is destructive to data contents.

Note 4. No slope reversal (ringback) requirement during its level transition from Low to High.

Note 5. This definition is applied only “Reset Procedure at Power Stable”.

Note 6. Overshoot might occur. It should be limited by the Absolute Maximum DC Ratings.

Note 7. Undershoot might occur. It should be limited by Absolute Maximum DC Ratings.
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Figure 208. Vix Definition (CK)
tPw_RESET

" TE_RESET
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AC and DC Logic Input Levels for DQS Signals

Diff ial sianal definiti
Figure 209. Definition of differential DQS Signal AC-swing Level
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Table 108. Differential AC and DC Input Levels for DQS

DDR4-2666 i
Symbol Parameter Min. Max. Unit | Note
V\HpiftPeak VH.0iFF peak VoOltage 150 - mV 1,2
ViLpiffPeak ViLpifF.peak VOltage - -150 mV 1,2

Note 1. Used to define a differential signal slew-rate.
Note 2. These values are not defined; however, the differential signals DQS — DQS#, need to be within the respective limits Overshoot,
Undershoot Specification for single-ended signals.

Peak voltage calculation method

The peak voltage of Differential DQS signals are calculated in a following equation. VIH.DIFF.Peak Voltage =
Max(f(t))

VIL.DIFF.Peak Voltage = Min(f(t)) f(t) = VDQS_t - VDQS_c

The Max(f(t)) or Min(f(t)) used to determine the midpoint which to reference the +35% window of the exempt
non-monotonic signaling shall be the smallest peak voltage observed in all ui’s.
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Figure 210. Definition of differential DQS Peak Voltage and rage of exempt nonmonotonic
signaling
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Differential Input Cross Point Voltage

To achieve tight RxMask input requirements as well as output skew parameters with respect to strobe, the cross point
voltage of differential input signals (DQS, DQS#) must meet the requirements in the table below. The differential input
cross point voltage VIX_DQS (VIX_DQS_FR and VIX_DQS_RF) is measured from the actual cross point of DQS,
DQS# relative to the VDQSmid of the DQS and DQS# signals.

VDQSmid is the midpoint of the minimum levels achieved by the transitioning DQS and DQS# signals, and noted by
VDQS_trans. VDQS _trans is the difference between the lowest horizontal tangent above VDQSmid of the
transitioning DQS signals and the highest horizontal tangent below VDQSmid of the transitioning DQS signals. A
nonmonotonic transitioning signal’s ledge is exempt or not used in determination of a horizontal tangent provided the
said ledge occurs within + 35% of the midpoint of either VIH.DIFF.Peak Voltage (DQS rising) or VIL.DIFF.Peak
Voltage (DQS# rising), as shown in the figure below.

A secondary horizontal tangent resulting from a ring-back transition is also exempt in determination of a horizontal
tangent. That is, a falling transition’s horizontal tangent is derived from its negative slope to zero slope transition (point
A in the figure below), and a ring-back’s horizontal tangent derived from its positive slope to zero slope transition
(point B in the figure below) is not a valid horizontal tangent; and a rising transition’s horizontal tangent is derived from
its positive slope to zero slope transition (point C in the figure below) and a ring-back’s horizontal tangent derived from
its negative slope to zero slope transition (point D in the figure below) is not a valid horizontal tangent.
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Figure 211. Vix Definition (DQS)
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Table 109. Cross point voltage for DQS differential input signals
DDR4-2666 .
Symbol Parameter Min. Max. Unit | Note
! DQS and DQS# crossing relative to the midpoint of the DQS
Vixpas raie |2 hos# signal swings : 25 % | 12
Voasmid_to_Veent |Voasmia Offset relative to Veent pa (Mmidpoint) - min(V/naitr, 50) mV | 3-5

Note 1. Vix_pas_ratio is DQS VIX crossing (Vix pas _FR Or Vix_pas_RF) divided by Vpas trans. Vias_trans is the difference between the lowest
horizontal tangent above Vpasmia Of the transitioning DQS signals and the highest horizontal tangent below Voasmid of the transitioning

DQS signals.
Note 2. Vpasmia Will be similar to the Vrerpq internal setting value obtained during Vrer Training if the DQS and DQs drivers and paths are

matched.
Note 3. The maximum limit shall not exceed the smaller of Vg minimum limit or 50mV.
Note 4. Vix measurements are only applicable for transitioning DQS and DQS# signals when toggling data, preamble and highz states are not

applicable conditions.
Note 5. The parameter Vpasmiq is defined for simulation and ATE testing purposes, it is not expected to be tested in a system.

Differential Input Slew Rate Definiti
Figure 212. Differential Input Slew Rate Definition for DQS, DQS#
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MNOTE 1. Differential signal rising edge from VILDIT_DQS to VIHDIT_DQS must be monotonic slope.
NOTE 2. Differential signal falling edge from VIHDiT_DQS to VILDIf_DQS must be monotonic slope.
Table 110. Differential Input Slew Rate Definition for DQS, DQS#
D inti Measured Defined b
escription From To efine Yy
Differential input slew rate for rising edge (DQS - DQS#) ViLoift_pas Vikpift_pas [ViLoitt_pas - Vinpirt_pas| / DeltaTRdiff
Differential input slew rate for falling edge (DQS - DQS#) ViHpift_pas V\Loitt_pas |ViLoitt pas - ViHpit_pas| / DeltaTFdiff

Table 111. Differential Input Level for DQS, DQS#

DDR4-2666
Symbol Parameter . Unit | Note
Min. Max.
Vinpift_pas Differntial Input High 130 - mvV
Viwoift_pas Differntial Input Low - 130 mV

Table 112. Differential Input Slew Rate for DQS, DQS#
DDR4-2666 .
Symbol Parameter Min. Max. Unit | Note

SRIdiff Differential Intput Slew Rate 2.5 18 V/ns
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Electrical Characteristics and AC Timing
Ref Load for AC Timi 10 Slew R

Reference Load for AC Timing and Output Slew Rate represents the effective reference load of 50 ohms used in
defining the relevant AC timing parameters of the device as well as output slew rate measurements.

Ron nominal of DQ, DQS and DQS# drivers uses 34 ohms to specify the relevant AC timing paraeter values of the
device.

The maximum DC High level of Output signal = 1.0 x Vbpq,

The minimum DC Low level of Output signal = {34 /( 34 + 50 ) } x Vbpa = 0.4 x Vbba

The nominal reference level of an Output signal can be approximated by the following:

The center of maximum DC High and minimum DC Low ={(1+0.4)/2}x Vbpa = 0.7 x Vbba

The actual reference level of Output signal might vary with driver Ron and reference load tolerances. Thus, the actual
reference level or midpoint of an output signal is at the widest part of the output signal’s eye. Prior to measuring AC
parameters, the reference level of the verification tool should be set to an appropriate level.

It is not intended as a precise representation of any particular system environment or a depiction of the actual load
presented by a production tester. System designers should use IBIS or other simulation tools to correlate the timing
reference load to a system environment. Manufacturers correlate to their production test conditions, generally one or
more coaxial transmission lines terminated at the tester electronics.

Figure 213. Reference Load for AC Timing and Output Slew Rate

VDDQ
DQ,
ggg# 500hm
CK, CK# — DUT ANN— VTT =vDDQ
Timing Reference Point Timing Reference Point
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Clock Specification

The jitter specified is a random jitter meeting a Gaussian distribution. Input clocks violating the min/max
values may result in malfunction of the device.

Definitions for tck(abs):

tckaps) is defined as the absolute clock period, as measured from one rising edge to the next consecutive
rising edge. tck(bs) is not subject to production test.

Definitions for tck(avg) and nCK:

tekiavg) is calculated as the average clock period across any consecutive 200 cycle window, where each
clock period is calculated from rising edge to rising edge.

N
{CK(avg)= ZtCK(abs)j /N
=

Where N=200

Definitions for tcH(avg) and tcL(avg):

tcHvg) is defined as the average high pulse width, as calculated across any consecutive 200 high pulses.

N
{CH(avg)= ZtCHj / (NxtCK(avg))
=

Where N=200

tcLavg) is defined as the average low pulse width, as calculated across any consecutive 200 low pulses.

N
{CL(avg)= ZtCLj / (NXtCK(avg))
=

Where N=200

Definitions for terr(npen):

terr is defined as the cumulative error across n consecutive cycles of n X tckavg)-
terr is not subject to production test.
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Command, Control, and Address Setup, Hold, and Derating

The total tis (setup time) and tiu (hold time) required is calculated to account for slew rate variation by adding the data
sheet tispase) vValues, the ViLiac)y/Vinac) points, and tiHpase) values, the ViLpc)/ViHpe) points; to the Atis and Atn derating
values, respectively. The base values are derived with single-end signals at 1V/ns and differential clock at 2V/ns.
Example: tis (total setup time) = tispase) + Atis. For a valid transition, the input signal has to remain above/below
ViHac)/ViLac) for the time defined by tvac.

Although the total setup time for slow slew rates might be negative (for example, a valid input signal will not have
reached Vinnacy/ViLac) at the time of the rising clock transition), a valid input signal is still required to complete the
transition and to reach Vinacy/ViLac). For slew rates that fall between the values listed in derating tables, the derating
values may be obtained by linear interpolation.

Setup (tis) nominal slew rate for a rising signal is defined as the slew rate between the last crossing of ViLpc)max and
the first crossing of ViHacmin that does not ring back below ViHpcymin. Setup (tis) nominal slew rate for a falling signal is
defined as the slew rate between the last crossing of Vinpcymin and the first crossing of Viiacymax that does not ring
back above ViLpc)max.

Hold (tx) nominal slew rate for a rising signal is defined as the slew rate between the last crossing of ViLpc)max and the
first crossing of Viiacmin that does not ring back below Viipcymin. Hold (tiv) nominal slew rate for a falling signal is
defined as the slew rate between the last crossing of Vinpcmin and the first crossing of ViLiacymin that does not ring back
above ViLpcmax.

Table 113. Command, Address, Control Setup and Hold Values

Symbol Reference DDR4-2666 Unit
tis(base, ACo0) VinacyViLac) 55 ps
tiH(base, DC65) ViHocyViLpc) 80 ps

tis/tiHRreF) - 145 ps

Note 1. Base ac/dc referenced for 1V/ns slew rate and 2 V/ns clock slew rate.
Note 2. Values listed are referenced only; applicable limits are defined elsewhere.

Table 114. Command, Address, Control Input Voltage Values

Symbol Reference DDR4-2666 Unit
VIH.cAAC)min ViHacyViLac) 90 mV
VIH.CADC)min VinpeyViLoc) 65 mvV
V/L.cADC)max ViHocyViLpc) -65 mvV
VIL.cAAC)max ViHacyViLac) -90 mV

Note 1. Command, Address, Control input levels relative to Vrerca-

Note 2. Values listed are referenced only; applicable limits are defined elsewhere.

Table 115. Derating values DDR4-2666 tIS/tIH — AC/DC based
Ahs, Atm derating in [pS] AC/DC based -- V|H(Ac)IV||_(Ac) = t90mV, VIH(DC)/VIL(DC) = tGSmV; relative to VREFCA
CK, CK# Differential Slew Rate

10.0 V/ns 8.0 Vins 6.0 Vins 4.0 Vins 3.0 Vins 2.0 Vins 1.5 Vins 1.0 Vins
AtS | AtH | AtiS | AtH | atS | AtH | AtS | AtH | AtS | AtH | ats | atH | AtS | AtH | AtlS | AtH
7.0 68 47 69 47 70 48 72 50 73 52 7 56 85 63 100 78

60| 66 | 45 67 | 46 | 68 | 47 | 69 | 49 | 71 | 50 75 | 54 | 8 | 62 | 98 | 77
50| 63 | 43 64 | 44 | 65 | 45 | 66 | 46 | 68 | 48 72| 52| 8 | 60 | 9 | 75
40| 59 | 40 59 | 40 | 60 | 41 62 | 43 | 64 | 45 68 | 49 | 75 | 5 | 90 | 71
CMD, 30| 51 34 52 | 35 53 | 36 54 38 | 56 | 40 60 | 43 68 | 51 83 66
ADDR, 50 36 | 24 37 | 24 | 38 | > 39 | 27 | &1 | 29 45 | 33 53 | 40 | 68 | 55
CNTL 5T 21 [ 13 2| 13| 23 | 14 | 24 | 16 | 26 | 18 30 22| 38| 20 | 53 | 44

';IP‘“ 10| 9 9 8 8 8 8 6 6 4 4 0 0 8 8 23 23
ra‘:‘é" 09| 15| 13| 15| 12| 14| 11| 12| 9| -10] 7 6 4 1 4 16 19
Vins | 98| 28 [ 7 [ 28 A7 | 22 [ 46 | 20 | 14| -18 | -12 | -14 | -8 7 | 8 14

07| -34 -23 -33 -22 -32 -21 -30 -20 -28 -18 -25 -14 -17 -6 -2 9
0.6 | -47 -31 -47 -30 -46 -29 -44 -27 -42 -25 -38 -22 -31 -14 -16 1
05| -67 -42 -66 -41 -65 -40 -63 -38 -61 -36 -58 -33 -50 -25 -35 -10
04] -95 -58 -95 -57 -94 -56 -92 -54 -90 -53 -86 -49 -79 -41 -64 -26
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Package Outline Drawing Information

PIN A1 INDEX

256Mx16 - NDQ46P

Figure 214. 96-Ball FBGA Package 7.5x13x1.2mm(max)
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DETAIL : "A"

Svmbol Dimension in inch Dimension in mm
ymbo Min Nom Max Min Nom Max
A -- -- 0.047 -- -- 1.20
A1 0.010 - 0.018 0.25 -- 0.45
A2 -- -- 0.008 -- -- 0.20
D 0.291 0.295 0.299 7.40 7.50 7.60
E 0.508 0.512 0.516 12.90 13.00 13.10
D1 -- 0.252 -- -- 6.40 --
E1 -- 0.472 -- -- 12.00 --
F -- 0.126 - - 3.20 --
e -- 0.031 -- -- 0.80 --
b 0.016 0.018 0.020 0.40 0.45 0.50
D2 -- -- 0.081 -- -- 2.05
218
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